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Preface

 

The history and possible future of aquifer test analysis (modeling) are summarized
by Renard (2005). Based on this summary, it would seem that mature traditional
methods involving analytical integral and empirical equations such as those devel-
oped by Theis (1935) and Hantush and Jacob (1955) and type curve and straight
line matching techniques for simple aquifer-well conditions are and will continue
to flourish. However, more recent methods involving computer numerical Laplace
inversion (Stehfest, 1970a, 1970b) of analytical equations for complicated aquifer-
well conditions (see Moench and Ogata, 1984), improved conceptual model
definition, and automatic regression calibration (see Doherty, 1994) are slowly
finding acceptance and application in the groundwater industry. There seems to
be a slowly growing trend toward the use of numerical models for analyzing
aquifer test data (see Prince and Schneider, 1989).

In keeping with the summary, the purpose of this book is to further the appli-
cation of numerical Laplace inversion analytical equations and numerical models
through the use of public domain U.S. Geological Survey software programs WTAQ
(Barlow and Moench, 1999) and MODFLOW (McDonald and Harbaugh, 1988),
together with the public domain automatic parameter estimation software program
PEST (Doherty, 2004). Toward that end, a protocol for organizing and simplifying
conceptual model definition and data analysis is presented herein.
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1

 

Overview

 

Aquifer test modeling is herein defined as the process of searching for an aquifer
test domain conceptual model that closely reproduces the measured response of
an aquifer to a controlled discharge or slug change in the head. There are five
major steps in the aquifer test modeling process:

1. Conceptual model definition
2. Modeling equation and software selection
3. Data adjustment
4. Data analysis
5. Model evaluation

A 

 

conceptual model

 

 is a space and time representation (approximation) of
the groundwater flow system within an aquifer test domain that captures the
essence of the groundwater system. An aquifer test domain is a volume of the
groundwater flow system surrounding and within the influence of a pumped or
slugged well. The aquifer test domain height is the groundwater flow system
thickness, which can be 100 ft or more. A pumping test domain radius of influence
can be 500 ft or more under unconfined aquifer conditions and 1000 ft or more
under confined nonleaky, leaky, or fissure and block aquifer conditions. The slug
test domain height can be 20 ft or more. A slug test domain radius of influence
can be 20 ft or more.

A conceptual model organizes available groundwater system information and
is based on the following:

• Hydrostratigraphic framework of the groundwater system (type, thick-
ness, extent, heterogeneities, and boundaries of hydrostratigraphic
units)

• Hydraulic characteristics of hydrostratigraphic units (hydraulic con-
ductivity and storage)

• Pumped or slugged and observation well or piezometer characteristics
(such as casing radius, effective radius, pump pipe radius, well-bore
storage, and well-bore skin)

• Time dimensions (aquifer test elapsed time in analytical groundwater
flow models or the number and lengths of stress periods and time steps
in numerical groundwater flow models)

• Groundwater and surface water budgets (pump discharge or slug initial
displacement and any recharge)

• Flow system temporal changes (such as water level fluctuations due to
atmospheric pressure, stream stage changes, or tidal fluctuations)
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Conceptual model definition should take into consideration the simplifying
assumptions upon which the aquifer test mathematical modeling equations
selected for use are based, the data-input requirements (file or interactive data
entry) of the aquifer test software program selected for use, and the calibration
(interactive or automatic parameter estimation) data-input requirements of the
aquifer test software program selected for use.

The possible range of conceptual model layer thickness and extent as well
as the most probable conceptual model layer thickness and areal extent are
ascertained by carefully studying aquifer test well logs, cross sections, plan view
maps, and groundwater level graphs. The possible range of conceptual model
hydraulic parameter (horizontal and vertical hydraulic conductivity, storability,
and specific yield) values, as well as the most probable conceptual model hydrau-
lic parameter values, are selected based on hydrogeologic data, laboratory test
data, logic, judgment, and information in published tables.

The most probable extent of the cone of influence around the pumped or
slugged well, the duration of any well-bore storage impacts, the most probable
extent of any well partial penetration impacts, and the most probable duration of
delayed gravity drainage under unconfined conditions should be considered in
selecting the possible range of conceptual models as well as the most probable
conceptual model.

Modeling equation and software selection involves a review of available
aquifer test mathematical modeling equations and associated aquifer and well
conditions. There are two types of aquifer test mathematical modeling equations:

1. Analytical
2. Numerical

Analytical mathematical modeling equations are usually selected when the
conceptual model consists of two or less layers and aquifer parameters are fairly
uniform in space. Analytical mathematical modeling equations are also selected
to guide the use of numerical modeling equations. Numerical mathematical mod-
eling equations are usually selected when the conceptual model consists of more
than two layers or the aquifer parameters are highly heterogeneous.

There are two types of analytical mathematical modeling equations:

1. Stehfest algorithm
2. Integral and empirical

Stehfest algorithm mathematical modeling equations can be applied with little
difficulty to the analysis of both simple and more complex aquifer and pumping
or slug conditions. Integral and empirical mathematical modeling equations are
special cases of Stehfest algorithm mathematical modeling equations with certain
parameter values assumed to be negligible. Integral and empirical mathematical
modeling equations can be applied without difficulty to the analysis of data for
simple aquifer and pumping or slug conditions.

 

42920_book.fm  Page 2  Tuesday, September 12, 2006  1:51 PM



 

Overview

 

3

 

If well-bore storage is appreciable in the conceptual model, dimensionless
time-drawdown values calculated with integral modeling equations should be
adjusted for well-bore storage. Otherwise, the ranges of pumping test data that
are not likely to be affected appreciably by well-bore storage should be subjec-
tively selected (filtered) for analysis. If the conceptual model has partially pene-
trating wells, dimensionless time-drawdown or normalized head values should
be adjusted for the effects of partially penetrating wells. Otherwise, aquifer test
data that are not likely to be affected appreciably by well partial penetration
should be subjectively selected for analysis.

Both pumping test integral and Stehfest algorithm mathematical modeling
equations assume that nonlinear well losses in the pumped well are negligible.
If there are well losses, drawdowns in the pumped well should be adjusted for
the effects of well loss. Both pumping test integral and Stehfest algorithm math-
ematical modeling equations assume the aquifer is infinite in areal extent within
the radius of influence of the pumped or slugged well (aquifer test domain). If
the aquifer is finite in extent in the conceptual model, dimensionless time-draw-
down or normalized head should be adjusted for boundary effects. Otherwise,
ranges of data not likely to be affected by boundaries should be subjectively
selected for analysis.

Well-bore storage, well-bore skin, and partially penetrating wells are fully
covered in Stehfest algorithm mathematical modeling equations. The use of
Stehfest algorithm mathematical modeling equations in aquifer test analysis elim-
inates the need for any well-bore storage and well partial penetration adjustments
and is highly recommended. Pumping test Stehfest algorithm mathematical mod-
eling equations can be applied to slug tests by recognizing that dimensionless
time-normalized head values are the first derivatives (slopes) of dimensionless
time-drawdown values multiplied by a factor.

Most pumping test integral and Stehfest algorithm mathematical modeling
equations assume the aquifer is horizontally isotropic. Horizontal anisotropic
aquifer parameter values can be estimated by postprocessing pumping test anal-
ysis results based on horizontal isotropic assumptions.

Aquifer test numerical mathematical modeling equations commonly utilize
the finite-difference approximation method. The conceptual model consists of a
discretized grid of nodes and associated finite-difference cells (blocks) simulating
one or more aquifer layers. Delayed gravity drainage under unconfined aquifer
conditions can be simulated with 10 or more confined layers and 1 unconfined
layer. Parameter values are assigned to grid cells and boundary conditions are
simulated along or within grid cell borders.

Aquifer test time and pumping rates are discretized into small blocks of
variable lengths and strengths to simulate the effects of well-bore storage. Time-
drawdown values calculated with numerical models are calibrated against mea-
sured time-drawdown values. Calculated time-drawdown values can be converted
to dimensionless time-drawdown values for use in type curve matching by using
average aquifer hydraulic parameter values.
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A large variety of public domain and commercial aquifer test analysis soft-
ware is available with a broad range of sophistication. Primary software usually
contains code to read input data files, code (calculation engine) to calculate either
or both dimensionless or dimensional time-drawdown or time-normalized head
values based on file input data, and code to generate output files for use with
graphs or external word processor, spreadsheet, database, and automatic param-
eter estimation software. Primary software usually is distributed by governmental
agencies. Sophisticated analytical and numerical aquifer test analysis software
contains code for interactive computer screen input (preprocessor), a calculation
engine, internal automatic parameter estimation code, and code to display calcu-
lation results on the computer screen or with a printer (postprocessor). Sophisti-
cated software can also contain integrated word processor, spreadsheet, database,
and graphics capabilities for seamless analysis. Sophisticated software is usually
distributed commercially.

The U.S. Geological Survey distributes the fully documented primary ana-
lytical software WTAQ (Barlow and Moench, 1999) written in Fortran and con-
taining state-of-the-art code for calculating analytical Stehfest algorithm mathe-
matical model dimensionless or dimensional time-drawdown values with confined
nonleaky or unconfined (water table) aquifer conditions. WTAQ source code
(water.usgs.gov/nrp/gwsoftware/) can be expanded to cover confined leaky and
confined fissure and block aquifer conditions using equations presented by
Moench (1984). WTAQ source code can also be expanded to cover finite aquifer
conditions using the image well theory (Ferris et al., 1962) and slug tests using
the relationship between pumping and slug test responses (Peres et al., 1989).

The U.S. Geological Survey also distributes the fully documented primary
numerical international standard software MODFLOW (McDonald and Har-
baugh, 1988). Several versions of MODFLOW are available at water.usgs.gov/
nrp/gwsoftware/. The latest version of MODFLOW-2000, written in Fortran,
internally supports both interactive and automatic parameter estimation. The use
of MODFLOW in conjunction with a U.S. Geological Survey radial-flow prepro-
cessor (Reilly and Harbaugh, 1993a) to verify the results of analytical pumping
test analysis is described in WTAQ documentation. PEST software and documen-
tation are available at www.sspa.com.

 

Data adjustment

 

 consists of the review of the mathematical modeling equation
assumptions and the adjustment of data for any departures (herein called external
influences) from the assumptions. Erroneous conclusions about aquifer parameter
values and boundaries can be reached if the impacts of any external influences
are not removed before aquifer test data are analyzed with mathematical modeling
equations. External influence fluctuations include those caused by groundwater
flow through the aquifer test domain prior to the test (antecedent trend), atmo-
spheric pressure changes, surface water (tidal, lake, or stream) stage changes,
earth tides, earthquakes, applications of heavy loads (railroad trains or trucks),
evapotranspiration, recharge from rainfall, and nearby pumped well pumping rate
changes.
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Data measurements prior to, during, and after the pumping or slug test are
required for external influence adjustment. External influence data adjustments
are usually based on data reference baselines that extend horizontally through the
time immediately prior to test initiation and vertically through prominent external
influence peaks and troughs. External influence data adjustment involves inter-
polation and extrapolation, which can be performed with data fitting computer
programs in which a line or curve is fitted to data from past times and extended
to estimate data for future times with linear or curvilinear polynomial approxi-
mation (regression) equations.

 

Data analysis

 

 involves conceptual models, mathematical modeling equations,
one or more aquifer test formats and techniques, well function or drawdown-head
calculation, and calibration. There are two analysis formats:

1. Dimensionless
2. Dimensional

Dimensionless format refers to the interactive calibration of measured time-
drawdown or time-normalized head graphs to calculated dimensionless time-
drawdown or time-normalized head graphs (type curve or straight line matching).
Double logarithmic or semilogarithmic graphs are usually used with computer
screen displays. Dimensional format refers to the interactive or automatic cali-
bration of calculated and measured time-drawdown or time-normalized head
values. Dimensionless calibration consists of finding a best fit of calculated type
curve graphs and measured time-drawdown or time-normalized head graphs.
During dimensional calibration, differences between calculated and measured
time-drawdown or time-normalized head values (residuals) are minimized by
varying aquifer conditions, dimensions, and parameters.

There are four aquifer test analysis techniques:

1. Single plot type curve matching with interactive calibration
2. Single plot straight line matching with interactive calibration
3. Composite plot matching with interactive calibration
4. Composite plot automatic parameter estimation

Single plot type curve or straight line matching with interactive calibration
precedes composite plot matching with interactive calibration, which is followed
by composite plot automatic parameter estimation. 

 

Single plot

 

 refers to the anal-
ysis of data for a single well, whereas, 

 

composite plot

 

 refers to the combined
analysis of data for all wells. Single plot type curve or straight line matching with
interactive calibration techniques guide composite plot matching with interactive
calibration techniques and automatic parameter estimation techniques.

Type curve matching is usually best suited for the analysis of observation
well data, whereas, straight line matching is best suited for the analysis of pumped
or slugged well data. Accentuation of early dimensionless and dimensional time-
drawdown data in double-logarithmic graphs facilitates the analysis of well-bore
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storage, well partial penetration, delayed drainage at the water table under uncon-
fined aquifer conditions, and aquifer boundary impacts.

In the composite plot automatic parameter estimation (nonlinear regression)
technique, differences between simulated time-drawdowns or time-normalized
heads based on a conceptual model with selected parameter values and measured
time-drawdowns or time-normalized heads are minimized using a weighted sum of
squared errors objective. An appropriate mathematical modeling equation computer
program is run repeatedly while automatically varying the parameter values in a
systematic manner from one run to the next until the objective function is mini-
mized. Statistics are provided showing the precision of calculated parameter values.

There is a growing recognition of the importance of including automatic
parameter estimation in aquifer test analysis. The expanding use of numerical
models and automatic parameter estimation methods in solving inverse problems
in hydrogeology is summarized by Carrera et al. (2005). The potential use of
automatic parameter estimation regularization and pilot points capabilities of
PEST to infer the spatial distribution of parameter heterogeneities is described
by Doherty (2003).

Well function or drawdown-head calculation is usually accomplished with
software programs such as WTAQ. These programs involve integral and Stehfest
algorithm mathematical modeling equations.

There are two types of calibration:

1. Interactive
2. Automatic parameter estimation

Interactive calibration usually precedes and guides automatic parameter esti-
mation. During calibration, the differences between measured and calculated
drawdowns (residuals) are minimized. Calibration target windows (acceptable
errors) should be predetermined and included in the conceptual model based on
information concerning measurement errors and aquifer test conditions. If the
interactive calibration is deemed unacceptable, the conceptual model is adjusted,
the aquifer test data is reanalyzed, and the calibration process is repeated. Iterative
interactive data analysis tasks are:

• Write input-data files
• Run software program
• Read output-data files
• Compare measured and output data
• Revise input-data files
• Rerun software program
• Display data

Input-data files can be written with word processor or spreadsheet software or
aquifer test preprocessor software. To write input-data files with a word processor
requires the user to become familiar with the content of WTAQ, MODFLOW,
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and PEST input-data and output files. A preprocessor (graphical user interface
[GUI]) automatically creates the input-data files graphically and runs the aquifer
test analysis software. The user does not need to see the input-data files or know
the commands that run the software until something goes wrong or the user tries
to do something out of the ordinary. Then, it is important that the user understand
input-data and output-data files and run commands so that the user can track
down and resolve the problem. The user must understand which data goes on
each file line (record) and in which order (fields). Users can become familiar with
WTAQ and MODFLOW input-data files by reading instructions and examples
presented by Barlow and Moench (1999) and Andersen (1993). These documents
are available at water.usgs.gov/nrp/gwsoftware/ and www.epa.gov/ada/csmos/
models/modflow.html.

Regardless of whether preprocessors or word processors are used to create input-
data files, conceptual model and computer program solution data must be entered
by the user and written to input-data files. Data entry and file management can be
quite laborious and tedious. Running software programs can require some knowledge
of the disk operating system (DOS) language because software programs such as
WTAQ, MODFLOW-96, and PEST are Fortran batch programs that run from a
composite model command line containing a redirect file reference in a DOS window.

 

Model evaluation

 

 is an assessment of the reliability, precision, and applica-
bility of calculated aquifer characteristic values. Aquifer test analysis results tend
to be approximate and nonunique because test facilities are usually limited, test
conditions are usually not ideal, field measurements are usually limited in accu-
racy and quantity, aquifer test conceptual models and equations seldom com-
pletely simulate reality, and observed time-drawdown or time-normalized head
values can be duplicated with more than one combination of aquifer parameter
values and boundary conditions. Aquifer test analysis results do not always pertain
to the entire aquifer thickness and aquifer test domain.

Recent advances in the analysis of aquifer test data are aimed primarily at
providing information about spatial variations in hydraulic conductivity and
involve large drawdown slug tests, hydraulic tomography, direct-push hydraulic
profiling, and spatial weighting coefficients (Frechet kernels). Large drawdown
slug tests (see Gonzalo Pulido, HydroQual, Inc. at gpulido@hydroqual.com) are
slug tests with large normalized heads greater than 5 m that enhance the estimation
of hydraulic parameters with data from observation wells tens of meters from the
slugged well. 

 

Hydraulic tomography

 

 (Bohling et al., 2003; Bohling et al., 2002;
Butler et al., 1999; and Yeh and Liu, 2000) involves the performance of a series
of pumping tests stressing different vertical aquifer intervals with drawdowns
measured at multiple observation wells during each test. Data from all tests are
analyzed simultaneously to characterize the hydraulic conductivity variation
between wells. 

 

Direct-push hydraulic profiling

 

 (Butler et al., 2000) involves
performing a series of slug tests in direct-push rods as the rods are driven
progressively deeper into the formation. Spatial weighting Frechet kernels provide
information about inhomogeneities within the effective volume of influence of
time-drawdown data (Knight and Kluitenberg, 2005).
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Conceptual Model 
Definition

 

Unfortunately, conceptual models are rarely properly defined before aquifer test
data are analyzed. As a result, analysis often proceeds with an invalid or inade-
quate understanding of the groundwater flow system. This can lead to confusion
and erroneous conclusions about aquifer and confining unit characteristics. There-
fore, the first step in aquifer test modeling should be conceptual model definition.
In a sense, the conceptual model is the aquifer test modeling database. A con-
ceptual model provides a frame of reference and direction for the entire aquifer
test modeling process.

A conceptual model is a space and time representation (approximation) of
the groundwater flow system within an aquifer test domain. An aquifer test domain
is a cylindrical volume of the groundwater flow system surrounding a pumped
or slugged well. The aquifer test domain height is the groundwater flow system
thickness, which can be 100 ft or more. A pumping test domain radius can be
500 ft or more under unconfined aquifer conditions and 1000 ft or more under
confined nonleaky, leaky, or fissure and block aquifer conditions. The slug test
domain height can be 20 ft or more. A slug test domain radius can be 20 ft or more.

A conceptual model organizes, simplifies, and idealizes available information
and is based on the:

• Hydrostratigraphic framework of the groundwater system (type, thick-
ness, extent, heterogeneities, and boundaries of hydrostratigraphic units)

• Hydraulic characteristics of hydrostratigraphic units (hydraulic con-
ductivity and storage)

• Pumped or slugged and observation well or piezometer characteristics
(such as casing radius, effective radius, pump pipe radius, well-bore
storage, and well-bore skin)

• Time dimensions (aquifer test elapsed time in analytical groundwater
flow models or the number and lengths of stress periods and time steps
in numerical groundwater flow models)

• Groundwater and surface water budgets (pump discharge or slug initial
displacement and any recharge)

• Flow system temporal changes (such as water level fluctuations due to
atmospheric pressure changes, stream stage changes, or tidal fluctuations)

There are several online pumping test publications illustrating the various
methods used in conceptual model definition including the following Web sites:
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water.usgs.gov/pubs/pp/pp1629
water.usgs.gov/pubs/wri/wri934008/wri934008_files/wri934008.pdf
pubs.usgs.gov/sir/2005/5233/pdf/sir2005-5233.pdf
ga.water.usgs.gov/pubs/wrir/wrir97–4129/pdf/wrir97-4129.pdf
fl.water.usgs.gov/PDF_files/ofr99_185_broska.pdf
pubs.water.usgs.gov/ofr98294

Conceptual model definition should take into consideration the simplifying
assumptions upon which the aquifer test mathematical modeling equations
selected for use are based. For example, typical assumptions for analytical Steh-
fest algorithm aquifer test mathematical modeling equations include:

• Aquifer type (confined nonleaky, confined leaky, confined fissure and
block, or unconfined)

• Aquifer is underlain by an impervious unit and can be overlain by a
confining unit, which in turn can be overlain by an aquifer with constant
or variable head (source unit) or impervious unit

• Aquifer boundaries or discontinuities within the aquifer test domain
are straight line demarcations

• Aquifer is homogeneous, isotropic, and of uniform thickness within
the aquifer test domain

• No flow occurs in the aquifer test domain prior to pumping
• Pumping rate is constant

The assumptions for numerical finite-difference groundwater flow mathemat-
ical modeling equations, such as those incorporated in MODFLOW, are less
restrictive and include:

• Continuous groundwater flow system can be replaced by a discretized
grid of nodes and associated finite-difference cells (blocks) simulating
one or more aquifer and confining unit layers

• Aquifer test time can be discretized into small blocks of variable
lengths

Conceptual model definition should also take into consideration the data-input
requirements (file or interactive data entry) of the aquifer test software program
selected for use. For example, the data-input file for the U.S. Geological Survey
analytical pumping test software program, WTAQ, includes the following data-
input options and variables:

• Analysis format
• Aquifer type
• Hydraulic characteristics
• Time information
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• Well characteristics
• Measured drawdown data
• Program solution variables

Several data-input files are required by the U.S. Geological Survey numerical
groundwater flow modeling software program, MODFLOW. These data-input
files include the following data-input options and variables:

• Model layers and grid dimensions
• Stress period dimensions
• Boundary type
• Output control
• Layer type
• Hydraulic characteristics
• Well characteristics
• Iteration parameters

Finally, conceptual model definition should take into consideration the cali-
bration (interactive or automatic parameter estimation) data-input requirements
of the groundwater flow modeling software program selected for use. These
requirements include:

• Interactive calibration target data
• Identification of adjustable parameters for automatic parameter estimation
• Identification of initial, upper, and lower parameter adjustable limits

for automatic parameter estimation

 

DEFINING HYDROSTRATIGRAPHIC UNIT 
FRAMEWORK

 

A key element in the definition of a conceptual model is the development of the
aquifer test domain hydrostratigraphic unit framework. Hydrostratigraphic units as
defined by Maxey (1964) are bodies of rock with considerable lateral extent that act
as a reasonably distinct hydrologic system. Thus, hydrostratigraphic units are hydrau-
lically continuous, mappable, and scale-independent entities. Mappable infers that
the subsurface can be subdivided according to hydraulic conductivity (Seaber, 1988).
A hydrostratigraphic unit may include a formation, part of a formation, or a group
of formations. Hydrostratigraphic unit definition is based on chronostratigraphic and
lithostratigraphic information and often requires estimation, interpolation, correla-
tion, and extrapolation based on limited information and considerable scientific
judgment of a subjective or intuitive nature (see Stone, 1999 and Weight, 2001).

There are many sources of data that can be used to define the aquifer test
domain hydrostratigraphic unit framework including:
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• Existing literature, cross sections, and maps
• Interviews with previous investigators
• Lithologic descriptions on well logs
• Stratigraphic information
• Depositional history of an area
• Regional head data
• Electric logs
• Aerial photographs
• Drill cuttings submitted by well contractors
• Geophysical logs
• Field reconnaissance
• Core penetration testing
• Outcrops, quarries, and gravel pits

Aquifer test domain hydrostratigraphic unit (layer) interpretations involve the
composite study of well logs, cross sections, contour maps, tables, and data
summaries. In conceptual model definition, hydrostratigraphic units can be clas-
sified as aquifers or confining units. Aquifers can be classified as confined non-
leaky, confined leaky, confined fissure and block, or unconfined. Confining units
can be classified as impermeable (nonleaky or aquicludes) or leaky (aquitards).
Groundwaterflow systems can consist of a single unconfined aquifer or one or
more confined aquifers with one or more confining units.

Hydrostratigraphic unit interpretations include the definition of unit (layer)
thickness and extent and the delineation of any unit barrier or recharge boundaries
or discontinuities and heterogeneities. Several commercial well log, cross section,
fence diagram, geochemical graph, and database software programs are available
to assist in this process (visit the following Web sites: www.goldensoftware.com,
www.scisoftware.com, and www.rockware.com).

 

DEFINING ANALYTICAL CONCEPTUAL MODELS

 

Aquifer and confining unit widths, lengths, thicknesses, and hydraulic character-
istics must be uniform or their variability predefined, and boundary or disconti-
nuity demarcations must be straight lines in analytical conceptual models to match
the assumptions upon which analytical mathematical modeling equations are
based. Variable aquifer and confining unit widths, lengths, thicknesses, and
hydraulic characteristics must be converted to equivalent dimensions and char-
acteristics. Multiple boundaries or discontinuities must be idealized to fit com-
paratively elementary geometric forms such as wedges and infinite and semi-
infinite rectilinear strips.

In analytical conceptual models, several formations may be lumped into one
hydrostratigraphic unit, and one formation may be subdivided into several hydro-
stratigraphic units, according to the contrast (usually fivefold or more) of hydraulic
characteristics. Each hydrostratigraphic unit is a hydraulic entity (layer). Aquifers
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become two-dimensional horizontal planes (layers) that are sometimes separated
by confining units.

The aquifer type should be specified in analytical conceptual models. Com-
mon options are confined nonleaky, confined leaky with constant head aquifer
above confining unit, confined leaky with impermeable unit above confining unit,
confined leaky with water table in confining unit, confined fissure and block with
slab-shaped blocks, confined fissure and block with sphere-shaped blocks, uncon-
fined with delayed drainage at water table, and unconfined without delayed
drainage at water table as illustrated in Figure 2.1 to Figure 2.7.

 

FIGURE 2.1

 

Confined nonleaky aquifer.

 

FIGURE 2.2

 

Confined leaky aquifer with no confining unit storativity and source unit
above confining unit.

Observation
Piezometer

Pumped or
Slugged Well

Observation
     Well

Aquifer

Impermeable Unit

Impermeable       Unit

Observation
Piezometer

Pumped or
Slugged Well

Observation
     Well

Source Unit

Confining Unit
No Storativity

Aquifer

Impermeable Unit

 

42920_book.fm  Page 13  Wednesday, October 4, 2006  2:32 PM



 

14

 

Aquifer Test Modeling

 

Pumping test time-drawdown derivative graphs (Spane and Wurstner, 1993,
p. 816) are useful in verifying initial aquifer type decisions. The time-drawdown
derivative curve becomes horizontal under confined nonleaky aquifer conditions
as shown in Figure 2.8. Confined leaky conditions cause the time-drawdown
derivative curve to plunge downward. Confined fissure and block conditions
cause the time-drawdown derivative curve to become horizontal during interme-
diate time periods and then fall and finally rise during later time periods. The

 

FIGURE 2.3

 

Confined leaky aquifer with confining unit storativity and source unit above
confining unit.

 

FIGURE 2.4

 

Confined leaky aquifer with confining unit storativity and impermeable unit
above confining unit.
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time-drawdown derivative curve becomes horizontal during a short intermediate
period, falls during another short intermediate period, and rises during a later
period under unconfined aquifer conditions. The drawdown derivative curve
becomes horizontal with a recharge boundary. A barrier boundary causes the
drawdown derivative curve to plunge downward.

 

FIGURE 2.5

 

Confined leaky aquifer with confining unit storativity and water table within
confining unit.

 

FIGURE 2.6

 

Confined fissure and block aquifer with slab- or sphere-shaped block with
storativity.
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HETEROGENEOUS AND VERTICAL ANISOTROPIC 
CONDITIONS

 

Heterogeneous aquifer conditions can be defined in an analytical conceptual
model with equivalent homogeneous aquifer characteristic values that give the
same long-term hydraulic performance as the heterogeneous formations. For
example, an aquifer consisting of several (

 

n

 

) horizontal layers, each with different
thicknesses and horizontal hydraulic conductivities, can be defined approximately
in a conceptual model with an equivalent aquifer single layer.

 

FIGURE 2.7

 

Unconfined aquifer with or without delayed drainage at water table.

 

FIGURE 2.8

 

Aquifer identification with derivative graphs.
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The equivalent horizontal hydraulic conductivity (

 

K

 

eh

 

) of the aquifer single
layer can be calculated with the following equation (Cheng, 2000, p. 42):

(2.1)

where 

 

b

 

ev

 

 is the equivalent aquifer single-layer thickness, 

 

b

 

i

 

 is the individual
aquifer layer thickness, and 

 

K

 

i

 

 is an individual aquifer layer horizontal hydraulic
conductivity.

The equivalent specific storage (

 

S

 

se

 

) of the aquifer single layer can be calcu-
lated with the following equation (Cheng, 2000, p. 44):

(2.2)

where 

 

b

 

ev

 

 is the equivalent aquifer single-layer thickness, 

 

b

 

i

 

 is the individual
aquifer layer thickness, and 

 

S

 

si

 

 is an individual aquifer layer-specific storage.
Vertical anisotropy is important near the pumped or slugged well where the

effects of well partial penetration are significant. Vertical anisotropy is usually
defined in an analytical conceptual model as a ratio of the aquifer vertical hydrau-
lic conductivity divided by the aquifer horizontal hydraulic conductivity. The ratio
depends upon the degree of aquifer stratification and is commonly estimated by
studying well logs and published tables of ratio values.

A confining unit consisting of several (

 

n

 

) vertical layers, each with different
thicknesses and vertical hydraulic conductivities, can be defined approximately
in an analytical conceptual model as an equivalent confining unit single layer.

The equivalent vertical hydraulic conductivity (

 

K

 

ev

 

) of the single layer can be
calculated with the following equation (Cheng, 2000, p. 43):

(2.3)

where 

 

b

 

cev

 

 is the equivalent confining unit single-layer thickness, 

 

b

 

i

 

 is the indi-
vidual confining unit layer thickness, and 

 

K

 

i

 

 is an individual confining unit layer
vertical hydraulic conductivity.

The areal average aquifer transmissivity (

 

T

 

av

 

) and storativity (

 

S

 

av

 

) under het-
erogeneous conditions can be estimated with the following equations (Raudkivi
and Callander, 1976, p. 118):
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where 

 

T

 

n

 

 

 

is the aquifer transmissivity in area 

 

n, S

 

n

 

 

 

is the aquifer storativity in area

 

n,

 

 and 

 

A

 

n

 

 is the area underlain by aquifer transmissivity 

 

T

 

n

 

.

 

HORIZONTAL ANISOTROPIC CONDITIONS

 

Some sedimentary and fractured aquifers are horizontally anisotropic. The hori-
zontal hydraulic conductivity in one direction may be between 2 and 20 or more
times the horizontal hydraulic conductivity in another direction. Drawdown con-
tours around a pumped well in an anisotropic aquifer form concentric ellipses
rather than circles, as they would in an isotropic aquifer. Major and minor
directions of transmissivity coincide with major and minor ellipse axes. Horizon-
tal anisotropy is defined in numerical conceptual models by varying finite-differ-
ence grid cell hydraulic characteristics or by specifying an anisotropy factor other
than 1.0.

Horizontal anisotropy is difficult to define in an analytical conceptual model.
Horizontal anisotropy aquifer test data can be analyzed with analytical methods
derived by Hantush (1966a and 1966b) and Hantush and Thomas (1966) as
explained in Kruseman and de Ridder (1994) and Batu (1998). These analytical
methods, which will be explained later, involve the postprocessing of horizontally
isotropic analytical aquifer test modeling results. Available information concern-
ing the principal directions of horizontal anisotropy should be included in the
analytical conceptual model.

 

WELL PARTIAL PENETRATION

 

Flow toward fully penetrating wells is horizontal. There are no vertical compo-
nents of flow. Drawdown in the aquifer with fully penetrating wells varies only
with the radial distance from the pumped well and time. Wells with screen lengths
less than the aquifer thickness are called 

 

partially penetrating wells

 

. Flow toward
partially penetrating wells is both horizontal and vertical at short distances from
the pumped well.

The aquifer vertical hydraulic conductivity is generally less than the aquifer
horizontal hydraulic conductivity because of aquifer anisotropy. Consequently,
drawdown in the aquifer with partially penetrating wells varies with the length
and space position of the screens in the pumped or slugged and observation wells
(Hantush, 1964) as well as the radial distance from the pumped well and time.
Drawdown in a partially penetrating pumped well can be greater or less than the
drawdown in a fully penetrating pumped well.

The effects of well partial penetration increase during early portions of a
pumping test and then stabilize. Partial penetration effects may be negative or
positive depending on well geometry. For example, if the pumped and observation
wells are both open in either the top or bottom portion of the aquifer, the
drawdown in an observation well is greater than it would be with fully penetrating
wells. If the pumped well is open to the top of the aquifer and an observation
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well is open to the bottom of the aquifer, or vice versa, the drawdown in the
observation well is less than for fully penetrating conditions (see Reed, 1980).
Drawdowns measured in a piezometer are those that occur in the aquifer at the
center of piezometer.

The distance from the pumped or slugged well beyond which the effects of
well partial penetration are negligible (

 

r

 

b

 

) is estimated with the following equation
(Hantush, 1964, p. 351):

 

r

 

b

 

 = 1.5

 

b

 

(

 

K

 

h

 

/K

 

v

 

)

 

0.5

 

(2.6)

where 

 

b

 

 is the aquifer thickness, 

 

K

 

h

 

 is the aquifer horizontal hydraulic conduc-
tivity, and 

 

K

 

v

 

 is the aquifer vertical hydraulic conductivity.
Partial penetration effect distances increase with aquifer thickness and hori-

zontal-to-vertical hydraulic conductivity ratio from less than 10 to several hundred
feet from a pumped or slugged well.

Analytical conceptual models should define well penetration dimensions so
that the effects of partially penetrating wells can be simulated.

 

WELLBORE STORAGE

 

During very early portions of a pumping test, part of the water discharged from
a well is derived from water stored in the well casing (

 

wellbore storage

 

) and is
not withdrawn from the aquifer system (

 

aquifer flow rate

 

). The aquifer flow rate
and the associated time rate of drawdown are less at very early times than they
are at later times because of wellbore storage effects. If the pumped well has a
finite diameter and wellbore storage is appreciable, the discharge rate is the sum
of the aquifer flow rate and the rate of wellbore storage depletion.

The aquifer flow rate increases exponentially with time toward the discharge
rate and the wellbore storage depletion rate decreases in a like manner to zero
(Streltsova, 1988, pp. 49–55). Also, during very early portions of a slug test, the
slug displacement in the aquifer is less than the slug displacement within the
slugged well because of wellbore storage.

Wellbore storage effects usually range in duration from the first few minutes
of an aquifer test with moderate to high (> 1000 ft

 

2

 

/day) transmissivities and
small (< 0.5 ft) well radii to several hours or days with lower transmissivities or
larger well radii. Wellbore storage effects decrease with time (Fenske, 1977).
Wellbore storage effects increase as the distance from the pumped or slugged
well and storativity decrease, and the pumped or slugged well radius increases.

The duration (

 

t

 

s

 

) of wellbore storage impacts can be estimated with one of
the following equations (Papadopulos and Cooper, 1967, p. 242):

 

t

 

s

 

 

 

= 250(

 

r

 

c

 

2

 

 – 

 

r

 

p

 

2)/T (for pumped well) (2.7)

ts = 2500(rc
2 – rp

2)/T (for observation well) (2.8)
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where T is aquifer transmissivity, rc is the pumped well casing radius, and rp is
the pump pipe radius. The (rc

2  rp
2) term allows for the presence of a column pipe

or other tubing that reduces the cross-sectional area of the pumped well in the
vicinity of changing water levels. If the radii in the term are not known, their
values can be estimated with data in Table 2.1 and Table 2.2 (based on data in
Driscoll, 1986, pp. 415 and 1028).

Pumped wellbore storage effects are simulated in WTAQ with a dimensionless
pumped wellbore storage parameter Wd defined as follows (Barlow and Moench,
1999, p. 11):

Wd = (πrce
2)/[2πrw

2Ss(zpl – zpd)] (2.9)

where rw is the effective radius of the pumped well, rce is the effective radius of
the pumped well casing in the interval where water levels are changing (allows
for the presence of a column pipe or other tubing that might reduce the cross-
sectional area of the pumped well casing) outside the radius of the pumped or
slugged well screen, Ss is the aquifer specific storage, zpl is the depth below the

TABLE 2.1
Typical Pumped Well Diameters

Discharge Rate (ft3/day) Diameter (ft)

< 19251 0.50
14439–33690 0.67
28877–67380 0.83

57754–134759 1.00
96257–192513 1.17

154011–346524 1.33
231016–577540 1.67

TABLE 2.2
Typical Pump Pipe Diameters

Discharge Rate (ft3/day) Diameter (ft)

< 4813 0.10
9626 0.17

19,251 0.25
38,503 0.33
77,005 0.50

115,508 0.67
192,513 0.83
385,027 1.17
577,540 1.33
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top of aquifer or initial water table to the bottom of the screened interval of the
pumped well, and zpd is the depth below the top of the aquifer or initial water
table to the top of the screened interval of the pumped well.

Observation wells contain a significant quantity of stored water in their
casings or open holes. During early portions of aquifer tests, rapid drawdown in
the aquifer may not be accurately reflected by measured drawdowns in the obser-
vation well because of the finite time it takes to dissipate stored water and come
into equilibrium with drawdown in the aquifer (Moench et al., 2001, p. 12).
Delayed response of an observation well is simulated in WTAQ with a dimen-
sionless observation well delayed response parameter Wdp defined as follows
(Barlow and Moench,1999, p.12):

Wdp = (πrco
2)/(2πrw

2SsF ′) (2.10)

where rco is the inside radius of the observation well in the interval where water
levels are changing, rw is the effective radius of the pumped well, Ss is the aquifer-
specific storage, and F ′ is a shape factor defined by Hvorslev (1951, case 8).

F ′ = Ls/ln[x + (1 + x2)0.5] (2.11)

where

x = (mLs)/(2rco) (2.12)

m = (Kh/Kv)0.5 (2.13)

rco is the inside radius of the observation well in the interval where water levels
are changing, Ls is the length of the screened interval of the observation well, Kh

is the aquifer horizontal hydraulic conductivity, and Kv is the aquifer vertical
hydraulic conductivity.

Delayed response in an observation piezometer cannot be simulated with the
above equations because the piezometer has a zero screen length. However, a
piezometer can be simulated as a finite-screen length observation well with a very
small radius.

Analytical conceptual models should define well dimensions so that wellbore
storage in the pumped or slugged well and delayed response in observation wells
can be simulated.

WELLBORE SKIN

A thin wellbore skin can be present at the interface between the pumped well
screen and the aquifer (see Moench, 1985). Wellbore skin may be less than or
greater than that of the aquifer due to well construction and development practices.
The wellbore skin is assumed to have hydraulic conductivity but negligible storage

42920_book.fm  Page 21  Wednesday, October 4, 2006  2:32 PM



22 Aquifer Test Modeling

capacity. The hydraulic conductivity is assumed to be constant during an aquifer
test. Pumped wellbore skin is simulated in WTAQ with the dimensionless pumped
wellbore skin parameter SW and the following equation (Barlow and Moench,
1999, p. 11):

SW = (Khds)/(Ksrw) (2.14)

where ds is the thickness of the wellbore skin, Kh is the aquifer horizontal hydraulic
conductivity, Ks is the hydraulic conductivity of the wellbore skin, and rw is the
pumped wellbore effective radius.

In the absence of wellbore skin, SW is set to 0.0. When pumped wellbore
skin with a hydraulic conductivity less than that of the aquifer is simulated but
wellbore storage is not, drawdowns in the aquifer will not be affected by the
wellbore skin. However, drawdowns in the pumped well will be greater than they
would be in the absence of the wellbore skin. When both wellbore storage and
skin are simulated, early time drawdowns at observation wells and piezometers
will be delayed relative to early time drawdowns that occur in the absence of
wellbore skin. Drawdowns at the pumped well will be greater than they would
be in the absence of wellbore skin (Barlow and Moench, 1999, p. 11).

Effects of any wellbore skin should be considered in estimating the pumped
well effective radius (Moench et al., 2001, p. 18). If the wellbore skin is less
permeable than the aquifer, drawdown in the pumped well is increased (the
effective radius decreases) and there is an apparent increase in wellbore storage,
which reduces drawdowns in the aquifer at early times. If the well skin is more
permeable than the aquifer, drawdown in the pumped well is decreased (the
effective radius increases) and there is an apparent decrease in wellbore storage,
which increases drawdowns in the aquifer at early times.

The pumped well effective radius can be estimated by calculating pumped
well drawdowns for a selected time based on aquifer parameter values estimated
with observation well data and several trial effective radius values. Calculated
drawdowns are compared with the measured drawdown for the selected time. The
trial effective radius that results in a match between calculated and measured
drawdowns is assigned to the pumped well.

Wellbore skin dimensions and hydraulic characteristic values should be
defined in analytical conceptual models so that the effects of wellbore skin can
be simulated.

UNCONFINED AQUIFERS

In unconfined aquifers, pumping test time-drawdown data usually show a typical
S-shape composed of three distinct segments: a steep early time segment, a flat
intermediate time segment, and a relatively steep late time segment (see Neuman,
1972). The first segment covers a brief period often only a few minutes in length
during which the unconfined aquifer reacts in the same way as a confined aquifer.
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The water discharged from the well is derived from aquifer storage by the
expansion of the water and the compaction of the aquifer.

The second segment, which can range in length from several minutes to days,
mainly reflects the impact of gradual drainage of saturated interstices and the
delayed drainage of the unsaturated zone within the cone of depression created
during the first segment. If the effects of delayed drainage of the unsaturated zone
are not taken into account, the specific yield estimated with aquifer test data can
be significantly underestimated (Moench et al., 2001, p.1)

The third segment reflects a period during which the water discharged from
the well is derived both from gradual gravity drainage of interstices and the
expansion of the water and the compaction of the aquifer as the cone of depression
expands continuously.

The duration (td) of delayed gravity drainage under unconfined aquifer con-
ditions can be estimated with the following equation (see Boulton, 1954a):

td = 2bSwt/Kv (2.15)

where b is the aquifer thickness, Swt is the aquifer-specific yield, and Kv is the
aquifer vertical hydraulic conductivity.

Delayed gravity drainage impacts increase with aquifer thickness and
decrease as the vertical hydraulic conductivity increases from less than one hour
to several days. Drainage from the unsaturated zone above the water table can
be treated as either instantaneous or delayed in WTAQ (Barlow and Moench,
1999). Instantaneous drainage is simulated with a single drainage constant
(1.0 × 109). Delayed drainage is simulated with a finite (3–5) series of exponential
drainage constants such as 0.0346 min1, 25.92 min1, and 31680 min1 (see Moench
et al., 2001, p. 45).

Information concerning delayed drainage at the water table and any delayed
drainage constant initial, upper limit, and lower limit values should be defined in
the analytical conceptual model.

HYDROGEOLOGIC BOUNDARIES

The existence of hydrogeologic boundaries (full or partial barrier or recharge) can
limit the continuity of an aquifer in one or more directions. Partial barrier or recharge
boundaries are called discontinuities. Pumping test data will show the impacts of
a full boundary when aquifer transmissivity in the immediate vicinity of the pump-
ing well is ten times greater than or one tenth less than the aquifer transmissivity
at some distance from the pumping well (Fenske, 1984, pp. 131–132).

A full barrier boundary is defined as a line (streamline) across which there
is no flow, and it may consist of folds, faults, or relatively impervious deposits
such as shale or clay. A full recharge boundary is defined as a line (equipotential)
along which there is no drawdown, and it may consist of increased aquifer
transmissivity or streams, lakes, and other surface water bodies hydraulically
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connected to the aquifer. Most full hydrogeologic boundaries are not clear-cut
straight-line features but are irregular in shape and extent. However, complicated
full boundaries must be simulated with straight-line demarcations in analytical
mathematical modeling equations.

Finite groundwater system conditions within the aquifer test domain can be
simulated with the image well theory to be explained later by replacing hydro-
geologic boundaries with imaginary wells that produce the same disturbing effects
as the boundaries (Ferris et al., 1962). Analytical conceptual models should define
the locations of any image wells associated with finite aquifer conditions.

DEFINING NUMERICAL CONCEPTUAL MODELS

Conceptual models for use with groundwater flow numerical models, such as the
U.S. Geological Survey program MODFLOW (McDonald and Harbaugh, 1988),
consist of a discretized grid of layers, columns, and rows defined in a basic data-
input file as illustrated in Figure 2.9. Kolm (1993) presents an integrated, stepwise
approach for conceptualizing and characterizing hydrologic systems thereby lead-
ing to the description of a numerical model simulating the study area. Each layer’s
type is identified by the term LAYCON in the Block-Centered Flow (BCF) data-
input file. Possible layer types are:

• Confined—transmissivity and storativity of the layer are constant for
the entire simulation.

FIGURE 2.9 Discretized numerical model (after McDonald and Harbaugh, 1988, U.S.
Geological Survey Techniques of Water-Resources Investigations, Book 6, Chap. A-1).
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• Unconfined—transmissivity of the layer varies. It is calculated from
the saturated thickness and hydraulic conductivity. The storativity is
constant. Valid only for Layer 1.

• Confined/Unconfined—transmissivity of the layer is constant. The stor-
ativity may alternate between confined and unconfined values. Vertical
leakage from above is limited if the layer desaturates.

• Confined/Unconfined—transmissivity of the layer varies. It is calcu-
lated from the saturated thickness and hydraulic conductivity. The
storativity may alternate between confined and unconfined values. Ver-
tical leakage from above is limited if the aquifer desaturates.

The horizontal grid for areal pumping test simulations typically consists of
50 rows and 50 columns within the pumping test domain. The grid is aligned
appropriately with respect to the pumping test domain and any aquifer boundaries
or heterogeneities. The pumped well is usually located in the center block of the
grid. Typically, square blocks of the grid have spacing of 100 ft or less within a
radius of 1000 ft of the pumped well. The grid spacing is expanded beyond 1000
ft out to the grid borders (boundaries) by increasing nodal spacing no more than
1.5 times the previous nodal spacing. The grid can be designed so there is
negligible drawdown at the grid borders that do not represent boundaries. The
grid can be designed so that grid nodes are at the location of observation wells
to avoid spatial interpolation of output files during calibration.

The grid for cylindrical well simulations is turned on its side and typically
consists of several rows and 40 columns radially spaced with a multiplier of 1.5.
The grid starts at the top row (layer thickness) and ends at the bottom row. Layer
thickness for the top and bottom rows is one half the adjoining row thickness.
The pumped well is located in Row 1 and there is negligible drawdown along
Column 40, which is a constant-head boundary. Under unconfined conditions,
there are usually 11 or more rows in order to simulate slow gravity drainage under
unconfined aquifer conditions.

The effects of partially penetrating wells are simulated in numerical concep-
tual models by specifying the layers in which wells are open. The finite-difference
grid and the layers in which wells are located should be defined in numerical
conceptual models.

CONFINING UNITS

Analytical aquifer test modeling software is based on an explicit representation
of a confining unit, whereas, confining units are not explicitly represented in
MODFLOW. Instead, a standard part of MODFLOW (BCF package) indirectly
simulates steady-state confining unit leakage without confining unit storage
changes by means of a vertical leakance (vertical confining unit hydraulic con-
ductivity divided by confining unit thickness) term known as VCONT at each
finite-difference grid node. The source of water to the confined leaky aquifer may
be another confined aquifer or an unconfined aquifer. However, it is assumed that
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the head in the source unit is constant, there is no release of water from storage
within the confining unit, and flow in confining units is vertical (horizontal flow
in confining units is negligible). Thus, confining unit storativity is not simulated
in MODFLOW because most models do not need to simulate this condition.
However, aquifer test conceptual models must take into consideration confining
unit storativity so that very early time-drawdown data can be accurately calculated
(see Hantush, 1964).

The time period during which confining unit storativity effects are appreciable
(tcs) can be estimated with the following equation (Trescott et al., 1976):

tcs = S ′b ′/(2K ′) (2.16)

where S ′ is the confining unit storativity, b ′ is the confining unit thickness, and
K ′ is the confining unit vertical hydraulic conductivity.

Transient confining unit leakage can be simulated in aquifer test conceptual
models by using several layers (usually less than 20) with assigned values of
specific storage and leakance to represent the confining unit (McDonald and
Harbaugh, 1988). Hydrologically equivalent confining unit-specific storage and
leakance values are assigned to individual layers in proportion to conceptual
model dimensions in the simulation of transient confining unit leakage with layers.
Very small transmissivities are assigned to the layers so that the flow in the
confining unit is essentially vertical.

The number of layers is determined by the method of successive approxima-
tions wherein the results of simulations with a given number of layers are com-
pared with analytical solutions. Use of one layer to simulate transient confining
unit leakage results in the vertical distribution of head in the confining unit being
approximated with one head value at the center of the confining unit. The addition
of layers to represent the confining unit adds detail to the approximation of the
head value at the center of the confining unit. A source unit with a constant head
(such as a surface water body) is simulated by assigning a large (usually 0.2 to
0.5) specific yield to each source unit finite-difference grid node.

The TLK1 (Leake et al., 1994) MODFLOW package can be used to take
confining unit transient leakage into consideration without the use of additional
model layers to simulate a confining unit. The confining unit must be bounded
above and below by model layers in which the head is calculated or specified.
For a confining unit that pinches out, transient equations are used where the
confining unit exists and VCONT terms are used where the confining unit is
absent. Specific storage is assumed to be constant. The VCONT terms for layers
surrounding a confining unit are set to 0.0 in the BCF package.

When a transient leakage parameter at a node is set to zero or less, TLK1 does
not carry out transient leakage calculations at that node. Instead, leakage is calculated
using the VCONT value for that node in the BCF package. TLK1 cannot simulate
transient leakage in a confining unit that is bounded on the top or bottom by an
impermeable boundary nor a situation where the water table is within the confining
unit. The wetting capability should not be used for any model layers that connect to
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a confining unit that is being simulated with the TLK1 package. The numerical
conceptual model should contain information about confining unit simulation.

UNCONFINED AQUIFERS

Gradual drainage of saturated interstices is not simulated in MODFLOW because
most models do not need to simulate this short time condition. However, the
pumping test conceptual model definition should take into consideration gradual
drainage of saturated interstices so that very early time-drawdown data can be
accurately calculated. The simulation can be accomplished by using fine discret-
ization in time and space in an areal or cylindrical well simulation (Reilly and
Harbaugh, 1993a, pp. 489–494).

The unconfined aquifer is subdivided into several (usually 10 or more) layers,
especially in the upper parts of the aquifer, within which gradual drainage of
interstices occurs depending upon the desired simulation accuracy. Confined
primary storage coefficients are assigned to all layers except the uppermost layers.
Aquifer-specific yields are assigned to the secondary storage coefficients for the
uppermost layers. The optimal discretization of layers can be determined by
varying the number of layers, simulating time drawdown in aquifer systems with
uniform parameter values, and comparing MODFLOW results and time-draw-
down values calculated with analytical Stehfest algorithm modeling equations.
Delayed drainage from the unsaturated zone above the water table described by
Moench et al. (2001) is not simulated in MODFLOW. The numerical conceptual
model should contain information about the simulation of unconfined aquifers.

WELLBORE STORAGE

A pumped well is simulated in MODFLOW by imposing a discharge rate on a
grid block node. The grid block node is usually much larger than the pumped
well diameter. The drawdown calculated by MODFLOW at the pumped well
node is an average drawdown for the grid block not the drawdown in the pumped
well (Beljin, 1987, pp. 340–351). The concept of equivalent well block radius
with a square (uniform) or rectangular (variable) grid and anisotropic aquifer
hydraulic conductivity (Peaceman, 1983, pp. 531–543) is used to estimate the
drawdown in the pumped well based on the drawdown calculated by MODFLOW.
Wellbore skin is not simulated in conceptual models for numerical groundwater
flow software such as MODFLOW.

Pumped wellbore storage is not simulated in MODFLOW because most
models do not need to simulate this short-term well characteristic. However,
pumping test conceptual models should consider pumped wellbore storage so that
very early time-drawdown data can be accurately generated. Pumped wellbore
storage with areal flow to a well can be simulated by estimating aquifer flow rates
and setting MODFLOW discharge rates equal to aquifer flow rates.

Aquifer flow rates can be estimated by analytically calculating drawdowns
at the pumped well for selected elapsed times with and without pumped wellbore
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storage using average aquifer parameter values for the pumping test site and a
constant discharge rate. The constant discharge rate is multiplied by ratios of
drawdowns with and without pumped wellbore storage to estimate aquifer flow
rates. Drawdowns with and without pumped wellbore storage can be calculated
with the U.S. Geological Survey software program WTAQ.

Pumped well wellbore storage with cylindrical flow to a well can be simulated
by assigning a very large (effectively infinite) radial conductance between nodes that
represent the well at the well screen, zero radial conductance between nodes repre-
senting the well where the well is cased, a large (effectively infinite) vertical con-
ductance inside the pumped well, and a storage capacity for the topmost node in the
well (representing the free surface) that corresponds to a unit value of specific yield.

Observation well delayed response also is not simulated in MODFLOW
because most models do not need to simulate this well characteristic. However,
some pumping test models must simulate observation well delayed response so
that early time-drawdown data can be calculated. The effects of observation well
delayed response can be simulated by analytically calculating drawdowns at an
observation point for selected elapsed times with and without observation well
delayed response using average aquifer parameter values for the pumping test
site and a constant discharge rate. Differences in drawdowns with and without
observation well delayed response are subtracted from drawdowns previously
calculated with MODFLOW and variable discharge rates. Drawdowns with and
without observation well delayed response can be calculated with the U.S. Geo-
logical Survey software program WTAQ. The numerical conceptual model should
contain information about wellbore storage simulation.

HYDROGEOLOGIC BOUNDARIES

Finite groundwater system conditions within the aquifer test domain are simulated
in MODFLOW with constant-head and no flow cells as illustrated in Figure 2.9.
The following three types of cells can be designated in the IBOUND arrays within
the MODFLOW basic data-input file:

• Constant head
• Inactive (no flow)
• Variable head (active)

Actual groundwater boundaries are always of irregular shape, whereas,
boundary definition in numerical conceptual models is always rectangular in
shape. The numerical conceptual model should contain an IBOUND array.

QUANTIFYING HYDRAULIC CHARACTERISTICS

Initial, upper limit, and lower limit quantitative estimates of aquifer, confining
unit, and streambed characteristics should be defined in the conceptual model.
Ranges of conceptual model hydraulic characteristics (horizontal and vertical
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hydraulic conductivity, vertical stratification, storativity, and specific yield) can
be roughly quantified based on hydrogeologic data, laboratory test data, logic,
judgment, and the information in Table 2.3 to Table 2.7 (based on data in Pol-
ubarinova-Kochina, 1962; Rasmussen, 1964; Davis and DeWiest, 1966; Davis,
1969; Morris and Johnson, 1967; Walton, 1970; Domenico, 1972; Lohman, 1972;
Freeze and Cherry, 1979; de Marsily, 1986; Walton, 1991, pp. 414–416; Spitz
and Moreno, 1996, pp. 341–354; and Halford and Kuniansky, 2002).

In addition, measured specific capacity Q/sm data for fully penetrating wells
or the specific capacity data for partially penetrating wells (Q/spp) can be used to
estimate the order of magnitude of aquifer transmissivity. If the well partially
penetrates the aquifer, the specific capacity with partial penetration Q/spp can be
adjusted to reflect fully penetrating well conditions (Q/sm) with the following
equation (Kozeny, 1933, pp. 88–116):

(Q/sm) = (Q/spp) L [1 + 7(MN)0.5]  (2.17)

TABLE 2.3
Typical Horizontal Hydraulic Conductivity Ranges

Deposit Conductivity (ft/day)

Gravel 100–4000 
Basalt 0.0000001–6000 
Limestone 0.0003–3000 
Sand and gravel 30–700 
Sand 3–400
Sand, quick 7–100 
Sand, dune 14–40 
Peat 1–40 
Sandstone 0.0001–7
Loess 0.000002–7 
Clay 0.000002–0.3 
Silt 0.0001–3 
Till 0.000001–3 
Shale 0.000002–0.02 
Quartzite 0.0005–1 
Greenstone 0.01–2 
Rhyolite 0.1–0.3 
Schist 0.001–0.3 
Dolomite 0.00001–300 
Gneiss 1E-5–30
Granite 1E-8–300
Tuffs 0.000001–30 
Chalk 0.001–3 
Coal 0.1–100 
Salt 1E-9–1E-7
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where L = Ls/b, M = rw/(2bL), N = cos(3.1416L/2), Q is the discharge rate, sm is
the measured drawdown, Ls is the length of screen or open hole, b is the aquifer
thickness, and rw is the pumped well radius.

Aquifer transmissivity is estimated with the following equation (see Driscoll,
1986):

T = Fsc(Q/sm) (2.18)

TABLE 2.4
Typical Vertical Hydraulic Conductivity Ranges

Location Deposit Conductivity (ft/day)

Joliet, IL Sand, gravel, and clay 0.1363
Mattoon, IL Clay, sand, and gravel 0.0842
Beecher, IL Clay, sand, and gravel 0.0334
Assumption, IL Clay, sand, and gravel 0.0254
Dieterich, IL Clay, sand, and gravel 0.0134
Winchester, IL Clay, sand, and gravel 0.0107
Oxnard, CA Silty and sandy clay 0.0080
Arcola, IL Clay, sand, and gravel 0.0053
Woodstock, IL Clay, sand, and gravel 0.0013
Libertyville, IL Dolomite 0.001203
West Chicago, IL Dolomite 0.000668
Delaware Canal Clay with sand lenses 0.000174
Chicago, IL Dolomitic shale 0.0000066

TABLE 2.5
Sample Anisotropy Ranges

Deposit Ph (ft/day) Ph/Pv

Sand with some gravel 340 2/1
Sand 34 3/1
Sand and gravel 470 3/1
Sand with some silt 340 3/1
Sand with some gravel 450 3/1
Sand and gravel 570 10/1
Sand with some gravel 48 10/1
Sand and gravel 406 11/1
Sand 220 15/1
Sand and gravel 206 20/1
Sand, limestone, sandstone 481 26/1
Sand with gravel and clay 240 50/1
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where Q is the pumped well discharge rate, sm is the measured drawdown, Fsc =
1.4 for confined nonleaky, Fsc = 1.0 for confined leaky, and Fsc = 0.8 for unconfined
aquifer conditions, m is aquifer thickness.

Horizontal hydraulic conductivities of aquifers can also be estimated from quan-
titative interpretation of geophysical logs using equations relating porosity to hydraulic
conductivity developed by Jorgensen (1988) and modified by Paillet et al. (1990).

TABLE 2.6
Typical Storativity Ranges

Deposit Storativity, Dimensionless

Clay 0.00028–0.0078 
Sand 0.000039–0.001 
Gravel 0.00001–0.0001 
Rock 0.000001–0.0001 

TABLE 2.7
Typical Specific Yield Ranges

Deposit Specific Yield, Dimensionless

Peat 0.30–0.50 
Sand, dune 0.30–0.40 
Sand, coarse 0.20–0.35
Sand, gravelly 0.20–0.35 
Gravel, fine 0.20–0.35 
Gravel, coarse 0.12–0.25 
Gravel, medium 0.15–0.25
Loess 0.15–0.35 
Sand, medium 0.15–0.32 
Sand, fine 0.10–0.28 
Igneous, weathered 0.20–0.30 
Sandstone 0.10–0.40 
Sand and gravel 0.15–0.30 
Silt 0.03–0.19 
Clay, sandy 0.03–0.12 
Clay 0.01–0.05 
Volcanic, tuff 0.02–0.35 
Shale 0.01–0.40 
Siltstone 0.01–0.35 
Limestone 0.01–0.25 
Sandstone 0.02–0.41 
Schist, weathered 0.06–0.21 
Tuff 0.02–0.47 
Till 0.05–0.20 
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Geostatistical correlation techniques that can be applied to the quatification
of hydraulic characteristics are presented by Deutsch (2002). These techniques
involve correlations based on outcrops and densely drilled similar areas, knowl-
edge of geological processes, vertical and horizontal trends, and relationships
between parameters such as porosity and hydraulic conductivity.

DEFINING WELL CHARACTERISTICS

Data-input files for WTAQ contain the following well characteristic information,
which should be defined in the conceptual model:

• Effective radius of pumped or slugged well
• Casing radius of pumped or slugged well
• Pumped pipe radius of pumped well
• Type of pumped or slugged well — fully penetrating or partially penetrating
• Depth below top of aquifer or initial water table to top of screened

interval of pumped or slugged well
• Depth below top of aquifer or initial water table to bottom of screened

interval of pumped or slugged well
• Option for wellbore storage (no wellbore storage or wellbore storage)
• Pumped or slugged wellbore skin thickness
• Pumped or slugged wellbore skin hydraulic conductivity
• Measured time drawdown or head in pumped or slugged well
• Number of observation wells
• Radial distance from pumped or slugged well to observation well or

piezometer
• Casing radius of observation well
• Type of observation well — fully penetrating, partially penetrating, or

piezometer
• Depth below top of aquifer or initial water table to top of screened

interval of observation well
• Depth below top of aquifer or initial water table to top of screened

interval of observation well
• Depth below top of aquifer or initial water table to center of piezometer
• Option for delayed observation well response — no delayed response

or delayed response
• Measured time drawdown or head in each observation well or piezometer

Well characteristic information required for numerical aquifer test modeling
software, such as MODFLOW, which should be defined in the conceptual model
include:

• Effective radius of pumped well
• Casing radius of pumped well
• Pumped pipe radius of pumped well
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• Measured time drawdown or head in pumped well
• Number of observation wells
• Radial distance from pumped well to observation well
• Casing radius of observation well
• Measured time drawdown or head in each observation well

DEFINING AQUIFER TEST DOMAIN RADIUS

The estimated aquifer test domain radius should be defined in the conceptual
model. The aquifer test domain radius can be defined as the radius around the
well such that 99% of water withdrawn from the well is produced within the
radius. The pumping test domain radius (rr) in a homogeneous aquifer can be
estimated with the following equation (set u = 5 in the Theis equation):

rr = (20Tt/Sa)0.5 (2.19)

where T is the aquifer transmissivity, t is the elapsed time, Sa is the storativity
under confined nonleaky aquifer conditions, Sa is the specific yield under uncon-
fined aquifer conditions, or Sa = 0.005 under confined leaky aquifer conditions.

The slug test domain radius in a homogeneous aquifer depends on the accu-
racy of the pressure or head recording devices, well dimensions, and aquifer
parameters. Assuming a down hole pressure transducer sensor resolution of 1%
of the initial head disturbance, Guyonnet et al. (1993, p. 629 and 633) derived
the following equation for calculating the approximate aquifer test domain radius
of a slug test:

rrs = 8.37rw[rc
2

 /(2rw
2

 S)]0.495 (2.20)

where rrs is the slug test domain radius, rw is the effective radius of the slugged
well, rc is the casing radius of the slugged well, and S is the storativity of the aquifer.

DEFINING TIME DIMENSIONS

Data-input files for WTAQ require that the conceptual model contain the following
time information:

• Time specification option — log-cycle or user-specified times
• Log-cycle times — largest value of time, number of logarithmic cycles

on time scale, and number of equally spaced times per logarithmic
cycle for which drawdown will be calculated

• User-specified times — number of user-specified times at which draw-
down will be calculated for the pumped well, time and measured
drawdown data for pumped well, number of user-specified times at
which drawdown will be calculated for each observation well, and time
and measured drawdown data for each observation well
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Time is discretized in MODFLOW. Simulation time is divided into stress
periods defined as time intervals during which stresses are constant. In turn, stress
periods are divided into time steps. Within each stress period, the time steps form
a geometric progression. MODFLOW data-input files require that the conceptual
model contain the following information:

• Lengths of each stress period
• Number of time steps into which each stress period is divided
• Time step multiplier (ratio of the length of each time step to that of

the preceding time step)

Several stress periods each with a single time step and a 1.0 time step
multiplier are typically specified for pumping test analysis. For simulation of
confined aquifer conditions, time is typically subdivided into 36 stress periods,
each with a specified aquifer flow rate and logarithmic spaced time lengths ranging
from 0.0002 to 0.10 day. For simulation of unconfined aquifer conditions, time
is typically more finely subdivided than for confined aquifer conditions into 45
stress periods, each with a different aquifer flow rate and logarithmic spaced
lengths ranging from .00002 to 0.1 day. Optimum logarithmic stress period
lengths can best be determined with the aid of a semilogarithmic graph.

GROUNDWATER AND SURFACE WATER BUDGETS

During an aquifer test, the groundwater budget usually consists of the constant
discharge from a pumped well or the initial displacement in a slugged well. The
data-input file for WTAQ contains a single value for the pumping rate of the well.
The data-input file MODFLOW contains variable pumping rates to simulate
wellbore storage.

The surface water budget can also contain recharge from a surface body of
water such as a stream. When a well near a stream hydraulically connected to an
aquifer is pumped, groundwater levels are lowered below the surface of the stream
and the aquifer is recharged by the influent seepage of surface water. The cone
of depression grows until induced streambed infiltration balances discharge. The
cone of depression may expand only partway or across and beyond the streambed
depending on the streambed dimensions and hydraulic conductivity.

The effects of induced infiltration can be simulated in analytical conceptual
models by replacing the stream with a recharging image well for the purpose of
estimating the aquifer hydraulic conductivity, storativity, and specific yield. Prior
to the pumping test, groundwater level changes in an observation well near the
stream due to stream stage changes can be measured. This data can be used to
determine the streambed leakance.

The following information is required to simulate induced infiltration from a
stream using analytical mathematical modeling equations and should be defined
in the conceptual model:
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• Groundwater level change in an observation well per unit stream stage
change

• Distance from the streambed to the observation well
• Width of the streambed
• Stream stage changes

Groundwater and surface water budget information for MODFLOW is
included in the Well and River package data-input files. Required pumped well
information for each stress period that should be defined in the conceptual model
includes:

• Layer number of the model cell that contains the pumped well
• Row number of the model cell that contains the pumped well
• Column number of the model cell that contains the pumped well
• Volumetric pumped well discharge rate

A stream is divided into reaches so that each reach is completely contained
in a single cell for MODFLOW. Required river information for each stress period
and each river reach that should be defined in the conceptual model includes:

• Layer number of the model cell that contains the river reach
• Row number of the model cell that contains the river reach
• Column number of the model cell that contains the river reach
• Head in the river
• Riverbed hydraulic conductance
• Elevation of the bottom of the riverbed

FLOW SYSTEM EXTERNAL INFLUENCES

Analytical and numerical aquifer test analysis assumes no flow occurs in the
aquifer test domain prior to the test and only one stress, the aquifer test pumped
or slugged well affects groundwater levels in the aquifer test domain during the
test. Compliance with these assumptions requires a horizontal groundwater level
trend in the aquifer test domain prior to the start of the test and no groundwater
level fluctuations during the test caused by atmospheric changes, surface water
or tidal stage changes, application of heavy loads in the aquifer test domain, earth
tides, earthquakes, and changes in discharge rates of nearby pumping wells.
Usually, there is some flow in the aquifer test domain prior to the test, however
small, and one or more stresses in addition to the aquifer test pumped well can
affect groundwater levels during the aquifer test. These flow system external
influences should be described in the conceptual model.

Groundwater level data collected in the aquifer test domain prior to pumping
or groundwater level data collected immediately outside the aquifer test domain
during pumping can be used to adjust measured time-drawdown data for the
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effects of any flow external influences during the aquifer test. Required flow
system external influence conceptual model information includes:

• Antecedent groundwater level trend data for times prior to, during, and
after the test

• Antecedent stress data such as atmospheric pressure and stream stage
change records for times prior to, during, and after the test

• Flow system external influence data for times prior to, during, and after
the test

CONCEPTUAL MODEL CONTENTS

Conceptual model contents for analytical aquifer test modeling software such as
WTAQ differ from conceptual model contents for numerical groundwater flow
modeling software such as MODFLOW. Conceptual model contents for analytical
aquifer test modeling software should include:

• Map showing the locations of aquifer test pumped, slugged, and obser-
vation wells or piezometers; any interference wells; any aquifer bound-
aries or discontinuities with associated image wells; any stresses such
as a stream with a changing stage; and the aquifer test domain radius

• Cross section showing the aquifer type, vertical dimensions of hydro-
stratigraphic units, and well dimensions

• Table showing pumped or slugged and observation well and piezom-
eter dimensions such as radius, depth, screen length, and wellbore
skin thickness

• Tables, graphs, and maps showing interactive calibration target data
• Tables or maps showing initial, upper, and lower hydraulic character-

istic values
• Tables and graphs showing groundwater level and stress (pumping rate

or initial displacement, atmospheric pressure changes, and any stream
stage changes) or tidal fluctuations prior to, during, and after the pumping

Conceptual model contents for numerical groundwater flow modeling software,
such as MODFLOW, should include:

• Map showing the locations of aquifer test pumped and observation
wells, any interference wells, any aquifer boundaries, and the aquifer
test domain grid

• Table showing grid widths and lengths
• Cross section showing layer type, layer dimensions, and well dimensions
• Table showing pumped and observation well dimensions such as radius

and layer location
• Tables showing stress period, time step, and pumping rate dimensions
• Tables, graphs, and maps showing interactive calibration target data
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• Tables or maps showing initial, upper, and lower layer hydraulic char-
acteristic values

• Tables and graphs showing groundwater level and stress (atmospheric
pressure and any stream stage changes) conditions prior to, during, and
after the pumping test

The content of the conceptual model represents the sum total of what is known
and imagined about the aquifer test domain and facilities at any particular time.
The conceptual model is subject to change, especially during model calibration,
until aquifer test modeling is concluded.
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3

 

Mathematical Modeling 
Equation and Software 
Selection

 

The second step in aquifer test modeling is the selection of appropriate aquifer test
mathematical modeling equations compatible with the previously defined concep-
tual model. There are two types of aquifer test mathematical modeling equations:

1. Analytical
2. Numerical

Analytical modeling equations are generally selected when a conceptual model
consists of two or less layers and aquifer parameters are fairly uniform in space.
Numerical modeling equations are generally selected when a conceptual model
consists of more than two layers or the aquifer parameters are highly heteroge-
neous. It is of interest to note that analytical modeling equation solutions are often
verified independently using numerical modeling equations and vice versa.

Both analytical and numerical modeling equations are based on the funda-
mental principles of conservation of energy, momentum, and mass. These prin-
ciples and empirical laws are expressed in groundwater flow partial differential
equations, which, in turn, are solved analytically or numerically subject to appro-
priate initial and boundary conditions and source functions to constitute aquifer
test mathematical modeling equations. For details concerning principles, empir-
ical laws, partial differential equations, and mathematical modeling equations see
Hantush (1964), Remson et al. (1971), Bear (1972), Kinzelbach (1986), Bear and
Veruijt (1987), Tien-Chang Lee (1999), and Cheng (2000).

 

ANALYTICAL MATHEMATICAL MODELING 
EQUATIONS

 

There are two types of analytical mathematical modeling equations:

1. Stehfest algorithm
2. Integral and empirical

Integral and empirical mathematical modeling equations are special cases of
Stehfest algorithm mathematical modeling equations with certain parameter values
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assumed to be negligible. The simulation of wellbore storage and skin, well partial
penetration, observation well delayed response, and delayed drainage at the water
table is more difficult with integral and empirical modeling equations than with
Stehfest algorithm mathematical modeling equations.

Groundwater flow partial differential equations contain a first order differen-
tial in time thereby making it possible for the equations to be solved for specified
aquifer and well conditions with an integral transform called the Laplace trans-
form. In turn, Laplace transform solutions are analytically or numerically inverted
to obtain analytical aquifer test mathematical modeling equations.

Analytical inversion is based on operational calculus (contour integration)
and involves complicated semidefinite integrals that are difficult or impossible
to evaluate except for simple aquifer and well conditions and, in some instances,
short and long elapsed time ranges. For example, analytical inversion under
confined leaky with confining unit storativity or unconfined conditions is
restricted to certain short and long elapsed time ranges making it difficult to
obtain aquifer test mathematical modeling equations covering the entire aquifer
test time.

Aquifer test modeling equations based on analytical inversion solutions
(herein called the integral and empirical type) are commonly referred to as the
Theis or Cooper-Jacob method (pumping test confined nonleaky aquifer), Cooper
et al. method (slug test confined aquifer), Hvorslev method (slug test confined
nonleaky), Hantush and Jacob method (pumping test confined leaky aquifer),
Neuman method (pumping test unconfined aquifer), Bouwer and Rice method
(slug test unconfined), and Springer and Gelhar method (slug test high conduc-
tivity). Methods are described in detail by Kruseman and de Ridder (1994) and
Butler (1998b).

Method assumptions often include fully penetrating wells with no wellbore
storage and no aquifer boundaries. In addition, the Hantush and Jacob method
assumes the confining unit storativity is negligible. Several elaborate procedures
have been developed to determine the best method and graph type (semilogarith-
mic or double logarithmic) to use with aquifer test data (American Society for
Testing Materials [ASTM] guidelines). These guidelines can be downloaded at
www.astm.org/cgi-bin/SoftCart.exe/index.shtml?E+mystore.

Method restrictions, simplifying assumptions, and subjective decisions can
be largely avoided by using aquifer test mathematical modeling equations based
on numerical inversion solutions (herein called the Stehfest algorithm). Many
numerical inversion algorithms are available (Davies and Martin, 1979). Algo-
rithms applied to the analysis of aquifer test data (Novakowski, 1990, pp.
99–107) are those developed by Stehfest (1970a, 1970b), Crump (1976), and
Talbot (1979). The Stehfest algorithm is the most commonly used algorithm.
The Stehfest algorithm is a polynomial approximation and can be used with
available groundwater flow Laplace transform equations (Moench and Ogata,
1984, pp. 150–151).
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INTEGRAL AND EMPIRICAL MATHEMATICAL 
MODELING EQUATIONS

 

The most commonly used integral aquifer test mathematical modeling equations
are frequently labeled:

• Confined nonleaky pumping test — Theis (1935)
• Confined nonleaky slug test — Cooper et al. (1967)
• Confined nonleaky slug test — Hvorslev (1951)
• Confined leaky without confining unit storativity pumping test — Hantush

and Jacob (1955)
• Unconfined pumping test — Neuman and Witherspoon (1972) and

Neuman (1975a)
• Unconfined slug test — Bouwer and Rice (1976)
• Confined or unconfined high conductivity slug test — McElwee et al.

(1992); Springer and Gelhar (1991)

Infrequently used but important integral aquifer test mathematical models are
frequently labeled:

• Confined leaky pumping test with confining unit observation wells —
Neuman and Witherspoon (1972)

• Induced streambed infiltration pumping test — Rorabaugh (1956) and
Zlotnik and Huang (1999)

Other integral aquifer test mathematical modeling equations are described by
Kruseman and de Ridder (1994) and Batu (1998).

The integral confined nonleaky pumping test mathematical modeling equation
(Theis, 1935, pp. 519–524) is:
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 is drawdown, 

 

Q

 

 is the pumped well discharge rate, 

 

T

 

 is the aquifer transmissivity,
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 is the distance from the pumped well, 

 

S

 

 is the aquifer storativity, and 

 

t

 

 is the
elapsed time.

Major integral confined nonleaky pumping test mathematical modeling equa-
tion assumptions are:

• The aquifer is confined by overlying and underlying impermeable deposits.
• There are no aquifer boundaries or discontinuities within the cone of

depression.
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• The aquifer is homogeneous, isotropic, and of uniform thickness within
the cone of depression.

• Prior to pumping, the piezometric surface is horizontal and piezometric
pressure is constant.

• The pumping rate is constant.
• The wells penetrate and are open to the entire aquifer thickness so that
flow is horizontal and not vertical in the aquifer.

• The wells have infinitesimal diameters and no wellbore storage.
• The wells have no wellbore skin.
• The pumped well has no well loss.
• During pumping, groundwater levels remain above the aquifer top.
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The integral confined nonleaky with fully penetrating well slug test mathe-
matical modeling equation (Cooper et al., 1967) is:
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β = Khbt/rc
2 = (1/u)(rw

2S/4rc
2) (3.7)

H/H0 is the dimensionless normalized head in the slugged well, H is the deviation
of the head in the slugged well from static conditions, H0 is the initial head change
(displacement) in the slugged well, W(α,β) is the dimensionless normalized head,
β is dimensionless time, rw is the slugged well effective radius, rc is the slugged
well casing radius, S is the aquifer storativity, Kh is the aquifer horizontal hydraulic
conductivity, b is the aquifer thickness, and t is the elapsed time.

Major integral confined nonleaky with fully penetrating well slug test math-
ematical modeling equation assumptions are:

• The aquifer is confined by overlying and underlying impervious deposits.
• There are no aquifer boundaries or discontinuities within the area of

influence of the slug.
• The aquifer is homogeneous, isotropic, and of uniform thickness within

the area of influence of the slug.
• Prior to the slug test, the piezometric surface is horizontal and piezo-

metric pressure is constant.
• The slugged well penetrates and is open to the entire aquifer thickness

so that flow is horizontal and not vertical in the aquifer.
• The slugged well has wellbore storage.
• The slugged well has no wellbore skin.
• During the slug test, groundwater levels remain above the aquifer top.

The Laplace transform solution for Equation 3.5 is presented by Novakowski
(1989, p. 2379). The aquifer thickness can be replaced by the effective screen
length in the case of a partially penetrating well (Butler, 1998b, pp. 82–87).
Partially penetrating slugged well Stehfest algorithm equations were developed by
Dougherty and Babu (1984, pp. 1116–1122) and Dougherty (1989, pp. 567–568).

Moench and Hsieh (1985, p. 20) present an equation for analysis of slugged
well test data accounting for a skin of finite thickness. The equation assumes a
confined nonleaky aquifer and a fully penetrating well. Families of type curves
generated with that equation for different values of the ratio of the aquifer hydraulic
conductivity to the skin hydraulic conductivity have nearly identical shapes except
for very low ratios. Therefore, there is a large degree of nonuniqueness in matching
test data to a family of type curves. Accurate estimates of aquifer hydraulic
conductivity cannot be obtained under most circumstances, and it is not possible
to tell whether there is a skin with a different hydraulic conductivity than that of
the aquifer. Butler (1998b, pp. 172–176) describes the Ramey et al. method for
analyzing fully penetrating slug test data that takes into account well skin.

The empirical confined nonleaky slug test mathematical modeling equation
(Hvorslev, 1951) is:

ln[H(t)/H0] = –2Khbt/[rc
2ln(1/(2Ψ) + {1 + [1/(2Ψ)]2}0.5)] (3.8)
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where

Ψ = (Kv /Kh)0.5/(be/rw) (3.9)

when the screen bottom is above the aquifer base

Kh = rc
2ln(1/(2Ψ) + {1 + [1/(2Ψ)]2}0.5)/(2beTb) (3.10)

when the screen bottom abuts the aquifer base

Kh = rc
2ln(1/(Ψ) + {1 + [1/(Ψ)]2}0.5)/(2beTb) (3.11)

where Kh is the aquifer horizontal hydraulic conductivity, b is the aquifer thick-
ness, t is the elapsed time, rc is the well casing radius, Kv is the aquifer vertical
hydraulic conductivity, be is the effective screen length, and Tb is the basic time
lag, the time at which a normalized head of 0.368 is obtained.

Major empirical confined nonleaky slug test mathematical modeling equation
assumptions are:

• The aquifer is confined by overlying and underlying impervious deposits.
• There are no aquifer boundaries or discontinuities within the area of

influence of the slug.
• The aquifer is homogeneous, isotropic, and of uniform thickness within

the area of influence of the slug.
• Prior to the slug test, the piezometric surface is horizontal and piezo-

metric pressure is constant.
• The slugged well has wellbore storage.
• The slugged well has no wellbore skin.
• Groundwater levels remain above the aquifer top during the slug test.

The integral confined leaky without confining unit storativity pumping test
mathematical modeling equation (Hantush and Jacob, 1955, p. 98) is:

s = QW(u,bc)/4πT (3.12)

with

u = r2S/(4Tt) (3.13)

bc = r/(Tb ′/K ′)0.5 (3.14)

s is drawdown, Q is the pumped well discharge rate, T is the aquifer transmissivity,
r is the distance from the pumped well to the observation well, S is the aquifer
storativity, t is elapsed time, K′ is the confining unit vertical hydraulic conductivity,
and b ′ is the confining unit thickness.
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Major confined leaky without confining unit storativity pumping test mathe-
matical modeling equation assumptions are:

• The aquifer is confined by an overlying permeable confining unit and
an underlying impermeable unit.

• The storativity of the confining unit is negligible.
• There is vertical leakage from the confining unit into the aquifer.
• There are no aquifer boundaries or discontinuities within the cone of

depression.
• The aquifer is homogeneous, isotropic, and of uniform thickness within

the cone of depression.
• Prior to pumping, the piezometric surface is horizontal and piezometric

pressure is constant.
• The pumping rate is constant.
• The wells penetrate and are open to the entire aquifer thickness so that
flow is horizontal and not vertical in the aquifer.

• The wells have infinitesimal diameters and no wellbore storage.
• The wells have no wellbore skin.
• The pumped well has no well loss.
• During pumping, groundwater levels remain above the aquifer top.

Values of W(u,bc) are commonly calculated with the following equations
(Wilson and Miller, 1978, p. 505):
when r/bc > 2

W(u,bc) = [π/(2r/bc)]0.5exp(–r/bc)erfc[–(r/bc – 2u)/(2u0.5)] (3.15)

Values of erfc(x) are commonly calculated with the following approximations
presented by Abramowitz and Stegun (1964):

erfc(x) = 1/[1 +a1(x) + a2(x)2 + … + a6(x)6]16 (3.16)

erfc(–x) = 1 + erf(x) (3.17)

where

erf(x) = 1 – 1/[1 +a1(x) + a2(x)2 + … + a6(x)6]16 (3.18)

erf(–x) = –erf(x) (3.19)

and
a1 = 0.0705230784 a4 = 0.0001520143
a2 = 0.0422820123 a5 = 0.0002765672
a3 = 0.0092705272 a6 = 0.0000430638

when r/bc < 2 and r/bc > 0 and (r/bc)2/(4u) > 5
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W(u,bc) = 2K0(r/bc) (3.20)

when r/bc ≤ 2 and (r/bc)2/(4u) ≤ 5

W(u,bc) = E1(u) + (1/m!) – [(r/bc)2/(4u)]mEm + 1(u) (3.21)

with

E1(u) = W(u) (3.22)

Em + 1(u) = (1/m)[exp(u) – uEm(u)] (3.23)

m! = m(2π/m)0.5mmexp(y) (3.24)

with

y = 1/(12m) – 1/(360m3) – m (3.25)

Values of K0(r/bc) are commonly calculated with the following polynomial
approximations presented by Abramowitz and Stegun (1964):

when 0 < r/bc ≤ 2

K0(r/bc) = –ln[(r/bc)/2]I0(r/bc) – 0.57721566 + 0.42278420[(r/bc)/2]2

+ 0.23069756[(r/bc)/2]4 + 0.03488590[(r/bc)/2]6

+ 0.0026298[(r/bc)/2]8 + 0.00010750[(r/bc)/2]10

+ 0.00000740[(r/bc)/2]12 (3.26)

with

I0(r/bc) = 1 + 3.5156229[(r/bc)/3.75]2 + 3.0899424[(r/bc)/3.75]4

+ 1.2067492[(r/bc)/3.75]6 + 0.2659732[(r/bc)/3.75]8

+ 0.0360768[(r/bc)/3.75]10 + 0.0045813[(r/bc)/3.75]12 (3.27)

Equation 3.27 is valid when –3.75 ≤ r/bc ≤ 3.75.
When 2 < r/bc < ∞

K0(r/bc) = {1.25331414 – 0.07832358[2/(r/bc)] + 0.02189568[2/(r/bc)]2

– 0.01062446[2/(r/bc)]3 + 0.00587872[2/(r/bc)]4 – 0.00251540[2/(r/bc)]5

+ 0.00053208[2/(r/bc)]6}/[(r/bc)0.5exp(r/bc)] (3.28)

m=

∞

∑
1
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The integral unconfined aquifer pumping test mathematical modeling equa-
tion (Neuman, 1975a) is:

s = QW(ua,ub,β,σ)/4πT (3.29)

where

ua = r2S/(4Tt) (3.30)

ub = r2Sy/(4Tt) (3.31)

β = (r2Kv)/(b2Kh) (3.32)

σ = S/SY (3.33)

ub = σua (3.34)

s is drawdown, Q is the pumped well discharge rate, T is the aquifer transmissivity,
r is the distance from the pumped well to the observation well, S is the aquifer
storativity, t is elapsed time, SY is the aquifer specific yield, Kv is the aquifer
vertical hydraulic conductivity, Kh is the aquifer horizontal hydraulic conductivity,
and b is the aquifer thickness.

Major integral unconfined aquifer pumping test mathematical modeling equa-
tion assumptions are:

• The aquifer is unconfined at the top and is underlain by impermeable
deposits.

• Delayed gravity of upper portions of the aquifer occurs during the
pumping period.

• There is instantaneous drainage at the water table.
• The portion of the aquifer dewatered during the pumping period is

negligible.
• There are no aquifer boundaries or discontinuities within the cone of

depression.
• The aquifer is homogeneous, isotropic, and of uniform thickness within

the cone of depression.
• Prior to pumping, the piezometric surface is horizontal and piezometric

pressure is constant.
• The pumping rate is constant.
• The wells penetrate and are open to the entire aquifer thickness so that
flow is horizontal and not vertical in the aquifer.

• The wells have infinitesimal diameters and no wellbore storage.
• The wells have no wellbore skin.
• The pumped well has no well loss.
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The empirical unconfined aquifer slug test mathematical modeling equation
(Bouwer and Rice, 1976; Zlotnik, 1994) is:

ln[(H(t)/H0)] = –{2Khbsct/[rc
2ln(Rc/rw

*)]} (3.35)

where

rw
* = (Kv/Kh)0.5 (3.36)

ln(Rc/rw
*) = {1.1/ln[(d + bsc)/rw

*] + D}–1 (3.37)

When the well terminates above the aquifer base

D = (A + B{ln[b – (d + bsc)]/rw
*})/(b/rw

*) (3.38)

When the term {ln[b – (d + b)]/rw
*} is greater than 6.0 then the term should be

6.0. When the well terminates at the aquifer base (fully penetrating well)

D = C/(bsc/rw
*) (3.39)

Kh is the aquifer horizontal hydraulic conductivity, rc is the well casing radius, b
is the aquifer thickness, t is the elapsed time, Kv is aquifer vertical hydraulic
conductivity, d is the z position of the end of the screen, bsc is the screen length.

The empirical coefficients A, B, and C can be calculated with the following
expressions (Boak, 1991; Van Rooy, 1988):

A = 1.4720 + 3.537 × 10–2(bsc/rw
*) – 8.148 × 10–5(bsc/rw

*)2

+ 1.028 × 10–7(bsc/rw
*)3 – 6.484 × 1011(bsc/rw

*)4

+ 1.573 × 10–14(bsc/rw
*)5 (3.40)

B = 0.2372 + 5.151 × 10–3(bsc/rw
*) – 2.682 × 10–6(bsc/rw

*)2

– 3.491 × 10–10(bsc/rw
*)3 + 4.738 × 10–13(bsc/rw

*)4 (3.41)

C = 0.7290 + 3.993 × 10–2(bsc/rw
*) – 5.743 × 10–5(bsc/rw

*)2

+ 3.858 × 10–8(bsc/rw
*)3 – 9.659 × 10–12(bsc/rw

*)4 (3.42)

The logarithm of the normalized head data is plotted vs. the elapsed time; a
straight line is fitted to the data over the time-normalized head interval 0.20 to
0.30; the slope of the line is calculated by estimating the time (T0) at which a
normalized head of 0.368 is obtained, and the aquifer horizontal hydraulic con-
ductivity (Kh) is estimated with the following equation:
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Kh = rc
2[ln(Rc/rw

*)]/(2bscT0) (3.43)

where rc is the well casing radius and bsc is the screen length.
Equation 3.43 is valid for wells screened below the water table. For wells

screened across the water table, a straight line is fitted to the second segment of
the time-normalized head graph and the following equation is used to estimate
the term rc (Bouwer, 1989):

rc = [rnc
2 + n(rwfp

2 – rnc
2)]0.5 (3.44)

where rnc is the nominal radius of the well screen, rwfp is the outer radius of the
filter pack, and n is the drainable porosity of the filter pack.

Major integral unconfined aquifer slug test mathematical modeling equation
assumptions are:

• The aquifer is unconfined at the top and is underlain by an imperme-
able unit.

• There is instantaneous gravity drainage of a small upper portion of the
aquifer.

• The portion of the aquifer dewatered during the slug test is negligible
in comparison to the original aquifer thickness.

• Delayed drainage at the water table is negligible.
• The effects of elastic storage mechanisms are negligible.
• There are no aquifer boundaries or discontinuities within the area of

influence of the slug.
• The aquifer is homogeneous, isotropic or anisotropic, and of uniform

thickness within the area of influence of the slug.
• Prior to slug test, the water table is horizontal and groundwater levels

are constant.
• The slugged well has wellbore storage.
• The slugged well has no wellbore skin.

Slug well test response data are oscillatory in nature in aquifers of very high
hydraulic conductivity (Bredehoeft et al., 1966; Van der Kamp, 1976). The equa-
tion for analyzing slugged well test data for formations of very high hydraulic
conductivity is based on solutions to the following equation (Butler, 1998b, p. 155):

d2wd/dtd
2 + Cddwd/dtd + wd = 0 (3.45)

where

wd = w/H0 (3.46)

td = (g/Lc)0.5t (3.47)
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Lc = g/[ω2 + (Cv/2)2] (3.48)

ω = 2π/(tn+1 – tn) (3.49)

Cv = 21n(Wn/Wn+1)/(tn+1 – tn) (3.50)

Cd = Cv/(g/Lc)0.5 (3.51)

for confined nonleaky aquifer conditions (McElwee et al., 1992):

Kh = (g/Lc)0.5[rc
2ln(1/(2Ψ) + {1 + [1/(2Ψ)]2}1/2)/(2 Cdbsc)] (3.52)

where

Ψ = (Kv/Kh)0.5/(be/rw) (3.53)

for unconfined aquifer conditions (Springer and Gelhar, 1991):

Kh = (g/Lc)0.5[rc
2ln(Rc/rw

*)/(2Cdbsc)] (3.54)

ln[(Rc/rw
*)] is patterned after a like term in the Bouwer and Rice method, g is the

acceleration due to gravity (9.754 m/sec/sec or 32 ft/sec/sec), w is the deviation
of water level from static level in the slugged well, Lc is the effective column
length, Cd is the dimensionless damping parameter, Cv is the damping parameter,
ω is the frequency parameter, tn is the time of the nth peak or trough in the slugged
well data, be is the effective screen length, bsc is the screen length, rw is the well
effective radius, Kv is the aquifer vertical hydraulic conductivity, Kh is the aquifer
horizontal hydraulic conductivity, H0 is the initial head change (displacement) in
the slugged well, and Wn is the w value at the nth peak or trough in the slugged
well data. The damping and frequency parameters are estimated from subsequent
peaks or troughs in the slugged well data.

Major slugged well test data for formations of very high hydraulic conduc-
tivity mathematical modeling equation assumptions are:

• The aquifer has a high conductivity and is either confined by overlying
and underlying impermeable units or unconfined at the top and under-
lain by impervious units.

• Slug impacts are similar to the behavior of a damped spring.
• There are no aquifer boundaries or discontinuities within the area of

influence of the slug.
• The aquifer is homogeneous, isotropic or anisotropic, and of uniform

thickness within the area of influence of the slug.
• Prior to the slug test, the piezometric surface or water table is horizontal

and piezometric pressure or the groundwater level is constant.
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• The slugged well has wellbore storage.
• The slugged well has no wellbore skin.

Sometimes, a confined leaky aquifer system has a very low confining unit
vertical hydraulic conductivity. Under this condition, it is often impossible to
determine confining unit parameter values using data for wells in the aquifer
because the effects of leakance are too small during a normal pumping test period
to be analyzed with any reasonable degree of accuracy. However, it is possible
to determine the aquifer parameter values using the aquifer well data.

When the confining unit has a very low vertical hydraulic conductivity, a
piezometer is constructed in the confining unit a few feet above the aquifer top
and at the same location as one of the aquifer observation wells. The nested
aquifer observation well and the confining unit piezometer must be close to the
pumped well and water levels in the aquifer observation well and the confining
unit piezometer must be measured at the same elapsed time.

The integral confined leaky pumping test with confining unit observation wells
(Neuman and Witherspoon, 1972) mathematical modeling equation is:

sc = QW(u,uc)/(4πT) (3.55)

where

uc = z2S ′/(4K ′b ′t) (3.56)

sc is the drawdown in the confining unit, Q is the pumped well discharge rate, T
is the aquifer transmissivity, z is the vertical distance from the aquifer top to the
base of the confining unit piezometer, S ′ is the confining unit storativity, K ′ is
the confining unit vertical hydraulic conductivity, b ′ is the confining unit thick-
ness, and t is the elapsed time.

Assuming that an aquifer observation well and a confining unit piezometer
are located at the same short radial distance (< 300 ft) from the pumped well and
drawdowns in the aquifer observation well and the confining unit piezometer are
measured at the same elapsed time, the ratio of the drawdown in the confining
unit (sc) and the drawdown (s) in the aquifer is:

sc/s = W(u,uc)/W(u) (3.57)

Values and curves of W(u,uc)/W(u) versus 1/uc for different values of u are
given by Kruseman and de Ridder (1994, pp. 94–95). A value of 1/uc is interpreted
from the values or curves based on Equation 3.55, the measured sc/s ratio, and a
previously determined value of u for the aquifer. The ratio S/K is calculated with
Equation 3.56.

The integral induced streambed infiltration pumping test (Rorabaugh, 1956;
Zlotnik and Huang, 1999) mathematical modeling equations are commonly used
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to estimate aquifer parameter values and the streambed vertical hydraulic con-
ductivity. During an induced infiltration pumping test, a well near a stream is
pumped and drawdowns are measured in several nearby observation wells on a
ray through the pumped well and parallel to the stream. Prior to the test, water
level changes in an observation well near the stream due to stream stage changes
are measured. This data is used to determine the streambed leakance.

Aquifer transmissivity is calculated with distance-drawdown data for obser-
vation wells on a ray through the pumped well and parallel to the stream measured
at the end of the test after groundwater levels stabilize. These observation wells
are approximately equidistant from the recharging image well simulating the
stream. Thus the effects of induced infiltration on water levels in these wells are
approximately equal and the hydraulic gradient of the cone of depression near
the production well and parallel to the stream is not distorted to any appreciable
degree. A plot of drawdown in the observation wells parallel to the stream vs.
the logarithm of the distances between the pumped and observation wells yields
a straight line. The slope of the straight line and the pumping rate are inserted in
the following equation to calculate aquifer transmissivity (Cooper and Jacob,
1946, pp. 526–534):

T = 2.3Q/(2π∆s) (3.58)

where T is the aquifer transmissivity, Q is the pumped well discharge rate, and
∆s is the drawdown per logarithmic cycle (slope of the straight line).

The distance between the pumped well the recharging image well simulating
the stream is calculated with the following equation (see Rorabaugh, 1956, pp.
101–169):

2a = exp(c)r (3.59)

where

c = 2πTs/Q (3.60)

T is the aquifer transmissivity, s is drawdown, Q is the pumped well discharge
rate, a is the distance between the pumped well and the effective line of recharge,
and r is the distance between a particular observation well and the pumped well.

Several values of aquifer specific yield are assumed and observation well
drawdowns for each assumed value are calculated with the following equation
(Ferris et al., 1962, pp. 144–166):

so = [Q/(4πT)]Wb(u) (3.61)

where

Wb(u) = W(u) – W(ui) (3.62)
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u = r2SY/(4Tt) (3.63)

ui = ri
2SY /(4Tt) (3.64)

so is the calculated drawdown in an observation well with the assumed aquifer
specific yield SY and previously calculated aquifer transmissivity T, Q is the
pumped well discharge rate, r is the distance between the pumped well and an
observation well, ri is the distance between an observation well and the recharge
image well simulating the stream, and t is the elapsed time.

Calculated values of drawdown are compared with measured drawdowns and
that specific yield used to calculate drawdowns equal to the measured drawdowns
is assigned to the aquifer.

The streambed leakance is estimated with the previously calculated values of
aquifer transmissivity and specific yield, measured water level changes in an
observation well near the stream due to stream stage changes, and the following
equations (Zlotnik and Huang, 1999, pp. 599–605):

ssc = erfc[(x ′ – 1)/(2t ′0.5)] – exp[ξ(x ′ – 1) + t ′ξ2]

erfc[(x ′ – 1)/(2t ′0.5) + ξ t ′0.5] (3.65)

where

x ′ = x/w (3.66)

t ′ = Tt/(SYw2) (3.67)

ξ = γ 0.5 tanhγ 0.5 (3.68)

γ = Ks′w2/(b′sT) (3.69)

ssc is the water level change in an observation well per unit stream stage change,
T is the aquifer transmissivity, SY is the aquifer specific yield, x is the distance
from the streambed center to an observation well, w is the half-width of the
streambed, t is the elapsed time after a stream stage change began, Ks′  is the
streambed vertical hydraulic conductivity, bs′  is the streambed thickness, and
Ks′ /bs′  is the streambed leakance. Materials beneath the streambed are assumed
to be saturated and any seepage of water through unsaturated materials beneath
the streambed is assumed to be negligible. If materials beneath the streambed are
unsaturated, calculated streambed leakance will be less than actual leakance
because the influence of negative pressure heads in unsaturated materials is
ignored. In many cases, inaccuracies in estimating streambed leakance may over-
shadow errors due to ignoring unsaturated conditions (see Peterson, 1989, pp.
899–927).
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Values of ssc for selected values of streambed leakance are calculated and
compared with the measured water level changes per unit stream stage change. The
streambed leakance that results in an acceptable match of calculated and measured
water level changes per unit stream stage change is assigned to the stream.

WELLBORE STORAGE EFFECTS

Some integral aquifer test modeling equations assume pumped and observation
wellbore storage are negligible. If the conceptual model wells have wellbore
storage, dimensionless time-drawdown values calculated with the integral aquifer
test modeling equations should be adjusted for wellbore storage effects before they
are used to calculate drawdown values. Otherwise, the ranges of pumping test data
that are not likely to be affected appreciably by wellbore storage are subjectively
selected (filtered) for analysis. Wellbore storage adjustments are the differences
between dimensionless time drawdown with and without wellbore storage.

In general, pumped wellbore storage adjustments tend to be negligible except
for the first few minutes of a pumping test with moderate to high (> 1000 ft2/day)
transmissivities and small (< 0.5 ft) well radii as illustrated in Figure 3.1. Appre-
ciable pumped wellbore storage adjustments are required during the first several
hours or even days of the pumping test with lower transmissivities or large well
radii or small storativities. Adjustments for observation wellbore storage increase
as the distance from the production well and storativity decreases and the pro-
duction or observation well radius increases.

Adjustments for observation wellbore storage are required close to the
pumped well (within tens of feet) during early elapsed times under most aquifer

FIGURE 3.1 Graph showing wellbore storage effects on pumping test type curve values.
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conditions. Both pumped and observation wellbore storage adjustments decrease
with time (Fenske, 1977). Commonly, with storativity in the 1 × 104 range and
at distances exceeding several tens of feet beyond the production well, the effect
of observation wellbore is negligible and adjustments are not required (Fenske,
1977; Tongpenyai and Raghavan, 1981).

The effects of pumped and observation wellbore storage are dependent on
the relative quantities of discharge derived from well storage and aquifer storage.
During early elapsed times when change in drawdown is rapid, a large portion
of the discharge is derived from well storage. During later elapsed times when
change in drawdown is very slow, a large portion of the discharge is derived from
aquifer storage. Observation wells contain a significant quantity of stored water.
With the start of pumping, rapid changes in hydraulic head in the aquifer may
not be accurately reflected by measurements in observation wells because of the
finite time it takes to dissipate stored water and reach equilibrium with the
hydraulic head in the aquifer.

The ratio of the discharge derived from aquifer storage (Qaw) and the discharge
rate (Q) for infinite confined nonleaky aquifers with fully penetrating wells is as
follows (Fenske, 1977, p. 90):
without pumped and observation wellbore storage

Qaw/Q = 1 (3.70)

with pumped wellbore storage

Qap/Q = 1 – Qw/Q = 1 – 1/α {[e–n + W(n)]/[(nen)–1 – (1 – 1/α)W(n)]

– W(n)[e–n(1/n + 1/α)]/[(ne–n)–1(1 – 1/α)W(n)]2} (3.71)

with pumped and observation wellbore storage

Qapo/Q = 1 – Qw/Q = 1 – 1/α{[e–n + W(n)]/[(nen)–1 – (1 – 1/α)W(n)

+ (1/βm)W(m)] – W(n)[e–n (1/n + 1/α) + (1/βm)e–m]/[(nen)–1

– 1(1 – 1/α)W(n) + (1/βm)W(m)]2} (3.72)

where

n = Srw
2/(4Tt) (3.73)

m = Sr2/(4Tt) (3.74)

α = [rw
2/(rc

2 – rd
2)]S (3.75)

βm = (rw
2/ro

2)S/(1 – S) (3.76)
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Qaw is the discharge from the aquifer without pumped and observation wellbore
storage, Qap is the discharge from the aquifer with pumped wellbore storage, Qapo

is the discharge from the aquifer with pumped and observation wellbore storage
Q is the total discharge, S is the aquifer storativity, rw is the pumped well effective
radius, T is the aquifer transmissivity, t is the elapsed time, r is the distance from
the pumped well to the observation well, rc is the pumped well casing radius, rp

is the pump pipe radius, and ro is the observation well casing radius.
Values of dimensionless drawdown W(n) and W(m) are commonly calculated

with a polynomial approximation previously described for W(u) (Abramowitz and
Stegun, 1964, p. 231).

Both dimensionless time and dimensionless drawdown values are affected by
wellbore storage. Dimensionless time values for early elapsed times are shifted
to the right (dimensionless time values increase) due to wellbore storage effects
and dimensionless drawdown values for early elapsed times are shifted downward
(dimensionless drawdown values decrease) due to wellbore storage effects.
Dimensionless time adjustments for wellbore storage effects can be calculated
with the following equations (Fenske, 1977, p. 89):

The dimensionless time adjustment for pumped wellbore storage 1/uadp is:

1/uadp = 1/upw – 1/u (3.77)

The dimensionless time adjustment for observation wellbore storage 1/uado is:

1/uado = 1/upow – 1/upw (3.78)

The dimensionless time adjustment for both pumped and observation wellbore
storage 1/uadpo is:

1/uadpo = 1/upow – 1/u (3.79)

where:
dimensionless time without wellbore storage

1/u = 4Tt/(r2S) (3.80)

dimensionless time with pumped wellbore storage

1/upw = (Qap/Q)[(nen)–1 – (1 – 1/α)W(n)] (3.81)

dimensionless time with both pumped and observation wellbore storage

1/upow = (Qapo/Q)[(nen)–1 – (1 – 1/α)W(n) + (1/βm)W(m)] (3.82)

Dimensionless drawdown adjustments for wellbore storage effects can be
calculated with the following equations (Fenske, 1977, p. 89):
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The dimensionless drawdown adjustment for pumped wellbore storage
W(u)adp is:

W(u)adp = W(u)pw – W(u) (3.83)

The dimensionless drawdown adjustment for observation wellbore storage
W(u)ado is:

W(u)ado = W(u)pow – W(u)pw (3.84)

The dimensionless drawdown adjustment for both pumped and observation
wellbore storage W(u)adpo is:

W(u)adpo = W(u)pow – W(u) (3.85)

where:
dimensionless drawdown without wellbore storage

W(u) (3.86)

dimensionless drawdown with pumped wellbore storage

W(u)adp = (Qap/Q)W(u) (3.87)

dimensionless drawdown with pumped and observation wellbore storage

W(u)apo = (Qapo /Q)W(u) (3.88)

Major wellbore storage adjustment mathematical modeling equation assump-
tions are:

• The aquifer is confined by overlying and underlying impermeable units.
• There are no aquifer boundaries or discontinuities within the cone of

depression.
• The aquifer is homogeneous, isotropic, and of uniform thickness within

the cone of depression.
• Prior to pumping, the piezometric surface is horizontal and piezometric

pressure is constant.
• The pumping rate is constant.
• The wells penetrate and are open to the entire aquifer thickness so that
flow is horizontal and not vertical in the aquifer.

• The wells have infinitesimal diameters and no wellbore storage.
• The wells have no wellbore skin.
• The pumped well has no well loss.
• During pumping, groundwater levels remain above the aquifer top.
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Although the dimensionless time and dimensionless drawdown adjustments
strictly apply to confined nonleaky aquifers, they can be applied to other aquifer
conditions with little error because the adjustments are usually of significance
only during early elapsed times when confined nonleaky conditions prevail under
most aquifer conditions.

WELL PARTIAL PENETRATION EFFECTS

Some integral aquifer test mathematical modeling equations assume fully pene-
trating wells. If the conceptual model wells partially penetrate the aquifer, dimen-
sionless time drawdowns should be adjusted for the effects of partially penetrating
wells values, otherwise aquifer test data that are not likely to be affected appre-
ciably by partial penetration effects are subjectively selected for analysis. Partially
penetrating pumped wells induce vertical components of flow that are assumed
to be negligible in some aquifer test modeling equations. Well partial penetration
adjustments are strongest at the pumped well face and decrease with increasing
distance from the pumped well.

Well partial penetration adjustments may be either negative or positive
depending on well geometry as illustrated in Figure 3.2. For example, if the
pumped and observation wells are both open in either the top or bottom portion
of the aquifer, the measured drawdown in the observation well is greater than it
would be with fully penetrating wells. If the pumped well is open to the top of
the aquifer and the observation well is open to the bottom of the aquifer, or vice
versa, the measured drawdown in the observation well is less than it would be
with fully penetrating wells.

The distance beyond which well partial penetration adjustments are negligible
is defined by the following equation (Hantush, 1964, p. 351):

rpp = 2b(Kh/Kv)0.5 (3.89)

FIGURE 3.2 Graph showing well partial penetration effects on pumping test type curve
values.

10-1 100 101 102 103 104 105

Dimensionless Time

10-2

10-1

100

101

D
im

en
si

on
le

ss
 D

ra
w

do
w

n

Fully penetrating wells

Partially penetrating
wells near aquifer
base

Partially penetrating wells—
pumped well near aquifer
base and observation well
near aquifer top

42920_C003.fm  Page 58  Thursday, October 12, 2006  4:42 PM



Mathematical Modeling Equation and Software Selection 59

rpp is the distance beyond which the effects of well partial penetration are negli-
gible, b is the aquifer thickness, Kh is the aquifer horizontal hydraulic conductivity,
and Kv is the aquifer vertical hydraulic conductivity.

Drawdown during the entire elapsed time in confined aquifers or during early
and late elapsed times, but not intermediate elapsed times, in unconfined aquifers
due to the effects of well partial penetration can be calculated with the following
equations (Hantush, 1961, pp. 85 and 90; Reed, 1980, pp. 8–10):

spp = QWpp(u … )/(4πT) (3.90)

with

Wpp(u … ) = 2b2/[π2(L – D)(L ′ – D ′)]  (1/n2)[sin(nπL/b) – sin(nπD/b)]

[sin(nπL ′/b) – sin(nπD ′/b)]W(u,bpp) (3.91)

where

bpp = (Kv /Kh)0.5nπr/b (3.92)

spp is the drawdown due to the effects of well partial penetration, T is the aquifer
transmissivity, Q is the pumped well discharge rate, b is the aquifer thickness, L
is the vertical distance from the aquifer top to the bottom of the pumped well
screen, D is the vertical distance from the aquifer top to the top of the pumped
well screen, L′ is the vertical distance from the aquifer top to the bottom of the
observation well screen, D ′ is the vertical distance from the aquifer top to the
top of the observation well screen.

Well partial penetration adjustments increase during early elapsed times. For
larger times t > b2S/[2(Kv/Kh)T] or t > bS/(2Kv), well partial penetration adjust-
ments gradually level off, become constant in time, and are equal to 2K0(bpp).

Dimensionless drawdown values for fully penetrating conditions can be con-
verted to dimensionless drawdown values for partially penetrating wells using
the following equation:

Wp(u . . .) = W(u . . .) + Wpp(u . . .) (3.93)

where Wp(u . . .) is the dimensionless drawdown with well partial penetration
effects, W(u . . .) is the dimensionless drawdown without the effects of well partial
penetration, and Wpp(u . . .) is the dimensionless drawdown due to the effects of
well partial penetration.

Partial penetration dimensionless drawdown values for the pumped well are
calculated by substituting rw for r and L′ = (L + D)/2 and D ′ = L′ [0.1(L′ – D)]
(see Hantush, 1964, p. 352).

n=

∞

∑
1
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Major well partial penetration mathematical modeling equation assumptions
are:

• The aquifer is confined by overlying and underlying impermeable units.
• There are no aquifer boundaries or discontinuities within the cone of

depression.
• The aquifer is homogeneous, isotropic, and of uniform thickness within

the cone of depression.
• Prior to pumping, the piezometric surface is horizontal and piezometric

pressure is constant.
• The pumping rate is constant.
• The wells penetrate and are open to the entire aquifer thickness so that
flow is horizontal and not vertical in the aquifer.

• The wells have infinitesimal diameters and no wellbore storage.
• The wells have no wellbore skin.
• The pumped well has no well loss.
• During pumping, groundwater levels remain above the aquifer top.

PUMPED WELL CONDITIONS

Both integral and Stehfest algorithm aquifer test modeling equations assume that
nonlinear well losses in the pumped well are negligible. If the conceptual model
pumped well has well loss, drawdown in the pumped well should be adjusted for
the effects of nonlinear well loss before analyzing data for the pumped well.
Nonlinear well losses occur inside the well screen, in the suction pipe, and in the
zone adjacent to the well where the flow is turbulent.

Well loss can be estimated with the following equation (Jacob, 1947):

swL = CQ2 (3.94)

where swL is the component of drawdown in the pumped well due to well loss,
C is the well loss constant, and Q is the pumped well discharge rate.

Typical well loss constants are (Walton, 1962, p. 27): negligible well loss —
0 sec2/ft5, low well loss — 1 sec2/ft5, moderate well loss — 5 sec2/ft5, and severe
well loss — 20 sec2/ft5. The well loss constant is usually estimated by conducting
a step-drawdown test. The well is pumped at three or more constant fractions of
full capacity for periods of one hour and drawdowns are measured during each
period. Assuming that the well is stable and well loss is equal to CQ2, the well
loss constant C can be estimated with the following equation (Jacob, 1947):

C = (∆si/∆Qi – ∆si–1/∆Qi–1)/(∆Qi + ∆Qi–1) (3.95)

where ∆si is the increment of drawdown at the end of pumping period i due to
the increment of discharge ∆Qi during pumping period i.
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For Step 1 and Step 2:

C = (∆s2/∆Q2 – ∆s1/∆Q1)/(∆Q1 + ∆Q2) (3.96)

For Step 2 and Step 3:

C = (∆s3/∆Q3 – ∆s2/∆Q2)/(∆Q2 + ∆Q3) (3.97)

If the well is unstable, C cannot be calculated with data for Step 2 and Step
3 because the calculations yield a negative C. In this case, data for Step 1 and
Step 2 are combined and C is estimated with the following equation (Jacob, 1947;
Walton, 1991, p. 165):

For Step 1 plus Step 2 and Step 3:

C1+2 and 3 = (∆s3/∆Q3 – ∆s1+2/∆Q1+2)/(∆Q1+2 + ∆Q3) (3.98)

where ∆s3 is the increment of drawdown during the third pumping period with an
increment of discharge rate ∆Q3, ∆s1+2 is the increment of drawdown during the
first pumping period plus the increment of drawdown during the second pumping
period, and ∆Q1+2 is the increment of discharge rate during the first pumping period
plus the increment of discharge rate during the second pumping period.

There are more sophisticated well loss equations that may or may not improve
the precision of estimates (Rorabaugh, 1953; Lennex, 1966; Hantush, 1964;
Bierschenk, 1963; Eden and Hazel, 1973).

AQUIFER BOUNDARY EFFECTS

Integral aquifer test modeling equations assume that the aquifer is infinite in areal
extent. If the conceptual model aquifer is finite, drawdown should be adjusted
for boundary effects as illustrated in Figure 3.3, otherwise, ranges of data not
likely to be affected by boundaries must be subjectively selected for analysis.

The existence of hydrogeologic boundaries (full or partial barrier or recharge)
can limit the continuity of an aquifer in one or more directions. Partial barrier or
recharge boundaries are called discontinuities. Pumping test data will show the
impacts of a full boundary when transmissivity in the immediate vicinity of the
pumping well is ten times greater than or one tenth less than the transmissivity at
some distance from the pumping well (Fenske, 1984, pp. 131–132). Adjustments
for boundary effects are made with the image well theory to be explained later.

NOORDBERGUM CONFINED LEAKY AQUIFER EFFECT

When water is pumped from a confined leaky aquifer, the head in the overlying
or underlying confining unit can rise. This effect (called the Noordbergum effect)
is attributed to three-dimensional deformation of the aquifer and confining unit
when pumping starts and is not considered in integral and Stehfest algorithm
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aquifer test modeling equations. Analyzing this effect requires the coupling of
fluid flow and aquifer deformation (see Verruijt, 1969; Rodriques, 1983; Hsieh,
1996; Kim and Parizak, 1997; and Burbey, 1999).

STEHFEST ALGORITHM PUMPING TEST 
MATHEMATICAL MODELING EQUATIONS

Available Stehfest algorithm pumping test mathematical modeling equations
cover infinite and finite aquifers, fully or partially penetrating wells with or
without wellbore storage and skin, and the following aquifer conditions:

• Confined nonleaky
• Confined leaky without confining unit storativity
• Confined leaky with confining unit storativity and source unit above

confining unit
• Confined leaky with confining unit storativity and impermeable unit

above confining unit
• Confined leaky with confining unit storativity and water table within

confining unit
• Confined fissure and block (double porosity) with slab-shaped blocks
• Confined fissure and block (double porosity) with sphere-shaped blocks
• Unconfined with or without delayed drainage at water table
• Induced streambed infiltration

FIGURE 3.3 Graph showing boundary effects on pumping test type curve values.

10-1 100 101 102 103 104 105

Dimensionless Time

10-2

10-1

100

101

102
D

im
en

si
on

le
ss

 D
ra

w
do

w
n

with
recharge 
boundary

without
boundaries

with
barrier
boundary

42920_C003.fm  Page 62  Thursday, October 12, 2006  4:42 PM



Mathematical Modeling Equation and Software Selection 63

Stehfest algorithm pumping test mathematical models are based on Laplace
transforms F(p) of groundwater functions f(t) (Moench and Ogata, 1984, p. 150;
Tien-Chang Lee, 1999, p. 80; Cheng, 2000, pp. 91–93). f(t) can be calculated at
any dimensional time t > 0 with a number of discrete F(p) values using the
following approximation equation:

f(t) ≈ [(ln2)/t]  Vi F[i(ln/2)/t)] (3.99)

with

Vi = (–1)(N/2) + i [kN/2(2k!)]/[(N/2 – k)!k!(k – 1)!(i – k)!(2k – i)!] (3.100)

where ln2 = 0.693147180559945, t is the elapsed time, F[i(ln/2)/t)] is the appro-
priate groundwater flow Laplace transform equation in which i(ln/2)/t is substi-
tuted for the Laplace transform parameter p, N is the even number of Stehfest
terms (4, 6, 8, etc.), ! is a factorial, and k is computed using integer arithmetic.

Type curve dimensionless drawdowns can be calculated at any dimensionless
time by substituting r2S/Tt or Tt/r2S for t in Equation 3.99.

When too few or too many Stehfest terms are used, dimensionless drawdowns
will be highly irregular (sometimes spikes will appear) especially in early time solu-
tions. In this case, the number of Stehfest terms is changed and dimensionless draw-
downs are recalculated. The sum of Vi values for any particular value of N is 0. Tables
of Vi are presented by Walton (1996, pp. 62–64). Computer programs for calculating
values of Vi are presented by Dougherty (1989, pp. 564–569), Moench (1994), Barlow
and Moench (1999), and Cheng (2000). Since Vi depends only on N, it only needs to
be calculated once for any value of N. The optimal value of N is 8 for pumping test
and slugged well equations and 4 for derivative slugged well equations and slug
observation well equations, assuming a personal computer and double precision cal-
culations are used. Values of Vi for N = 4, N = 6, N = 8, and N = 10 are as follows:

N = 4
Vi(1) = –0.2000000000000000D + 01
Vi(2) = 0.2600000000000000D + 02
Vi(3) = –0.4800000000000000D + 02
Vi(4) = 0.2400000000000000D + 02

N = 6
Vi(1) = 0.1000000000000000D + 01
Vi(2) = –0.4900000000000000D + 02

i

N

=
∑

1

k i

i N

= +
∑
( )/

min( , / )

1 2

2
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Vi(3) = 0.3660000000000000D + 03
Vi(4) = –0.8580000000000000D + 03
Vi(5) = 0.8100000000000000D + 03
Vi(6) = –0.2700000000000000D + 03

N = 8
Vi(1) = –0.3333333333333333D + 00
Vi(2) = 0.4833333333333333D + 02
Vi(3) = –0.9060000000000000D + 03
Vi(4) = 0.5464666666666667D + 04
Vi(5) = –0.1437666666666667D + 05
Vi(6) = 0.1873000000000000D + 05
Vi(7) = –0.1194666666666667D + 05
Vi(8) = 0.2986666666666667D + 04

N = 10
Vi(1) = 0.8333333333333333D – 01
Vi(2) = –0.3208333333333334D + 02
Vi(3) = 0.1279000000000000D + 04
Vi(4) = –0.1562366666666667D + 05
Vi(5) = 0.8424416666666666D + 05
Vi(6) = –0.2369575000000000D + 06
Vi(7) = 0.3759116666666667D + 06
Vi(8) = –0.3400716666666667D + 06
Vi(9) = 0.1640625000000000D + 06

Vi(10) = –0.3281250000000000D + 05

CONFINED AQUIFER LAPLACE TRANSFORM EQUATIONS

Laplace transform dimensionless drawdown equations for confined aquifers with
specified aquifer boundary and well conditions are as follows (Moench and Ogata,
1984, pp. 153–168; Johns et al., 1992, p. 73; Cheng, 2000; Moench et al., 2001):

Infinite aquifer with fully penetrating wells without pumped and observation well
delayed response (wellbore storage) and pumped wellbore skin (Theis equation):

hD = K0(rk1/2)/p (3.101)

where rk1/2 is a factor (discussed below Equation 3.115) and p is the Laplace
transform parameter.

Infinite aquifer with fully penetrating wells and pumped wellbore storage
without observation well delayed response and pumped wellbore skin:

hD = K0(rk1/2)/(p Fwbs) (3.102)

Fwbs = WD[(rk1/2)2/r2
D]K0(rk1/2/rD) + (rk1/2/rD)K1(rk1/2/rD) (3.103)
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where

WD = (rc
2 – rp

2)/(2rw
2S) (3.104)

rD = r/rw (3.105)

rc is the pumped well casing radius, rp is the pump pipe radius, rw is the pumped
well effective radius, and S is the aquifer storativity.

Values of K1(x) are calculated with the following polynomial approximations
presented by Abramowitz and Stegun (1964):

when 0 < x ≤ 2

K1(x) = a10 + a11[a1 + (x2/4)a12] (3.106)

a1 = 1.00000000 a2 = 0.15443144
a3 = –0.67278579 a4 = 0.18156897
a5 = –0.01919402 a6 = 0.00110404
a7 = –0.00004686 a8 = a6 + (x2/4)a7

a9 = a4 + (x2/4)[a5 + (x2/4)a8]
a10 = log(x/2)I1(x)
a11 = 1/x
a12 = {a2 + (x2/4)[a3 + (x2/4)a9]}

with abs(x) < 3.75

I1(x) = x{a1 + (x/3.75)2[a2 + (x/3.75)2a10]} (3.107)

a1 = 0.5 a2 = 0.87890594
a3 = 0.51498869 a4 = 0.15084934
a5 = 0.02658733 a6 = 0.00301532
a7 = 0.00032411
a8 = a6 + (x/3.75)2a7

a9 = a4 + (x/3.75)2[a5 + (x/3.75)2a8]
a10 = a3 + (x/3.75)2a9

with abs(x) ≥ 3.75

I1(x) = [exp(b1)/(b1)1/2]a13 (3.107a)

a1 = 0.39894228 a2 = 0.03988024
a3 = –0.00362018 a4 = 0.00163801
a5 = –0.01031555 a6 = 0.02282967
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a7 = –0.02895312 a8 = 0.01787654
a9 = –0.00420059

a10 = a6 + b2[a7 + b2(a8 + b2a9)]
a11 = a5 + (b2a10)
a12 = a4 + (b2a11)
a13 = a1 + b2[a2 + b2(a3 + b2a12)]
b1 = abs(x)
b2 = 3.75/b1

when x > 2

K1(x) = [a1 + (2/x)a10][exp(–x)/x0.5] (3.108)

a1 = 1.25331414 a2 = 0.23498619
a3 = –0.0365562 a4 = 0.01504268
a5 = –0.00780353 a6 = 0.00325614
a7 = –0.00068245
a8 = a6 + (2/x)a7

a9 = a4 + (2/x)[a5 + (2/x)a8]
a10 = a2 + (2/x)[a3 + (2/x)a7]

Infinite aquifer with partially penetrating wells and pumped wellbore storage
without observation well delayed response and pumped wellbore skin:

hD = [K0(rk1/2) + Fpp]/[p (Fwbs)] (3.109)

Fpp = 2/[(xL – xD)(x ′L – x ′D)] 1/n2 [sin(xLn) – sin(xDn)]

[sin(x ′Ln) – sin(x ′Dn)][K0[(rk1/2)2 + (Kv /Kh)(nπr/b)2]0.5 (3.110)

where

xL = πL/b (3.111)

xD = πD/b (3.112)

x′L = πL′/b (3.113)

x′D = πD′/b (3.114)

Kv is the aquifer vertical hydraulic conductivity, Kh is the aquifer horizontal
hydraulic conductivity, b is the aquifer thickness, L is the depth from the aquifer

n

∞

∑
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top to the pumped well base, D is the depth from the aquifer top to the top of the
pumped well screen, L′ is the depth from the aquifer top to the observation well
base, D′ is the depth from the aquifer top to the top of the observation well screen.

Finite aquifer with partially penetrating wells and pumped wellbore storage
without observation well delayed response and pumped wellbore skin:

hD = [K0(rk1/2) + Fpp + K0(riwk1/2)]/(p Fwbs) (3.115)

The rk1/2 factor is the Laplace–domain transform solution for a particular set
of aquifer and real well conditions. The riwk1/2 factor is the Laplace–domain
transform solution for a particular set of aquifer and image well conditions. K0(. . .)
is the modified Bessel function of second kind and order zero. The Bessel function
associated with a boundary image well is subtracted when there is a recharge
boundary or is added when there is a barrier boundary. Additional Bessel functions
associated with boundary image wells are added when there are several image
wells. The effect of image well partially penetration is assumed to be negligible
because the distance between the observation well and image well is usually large.
The effects of boundary wellbore storage are assumed to be appreciable.

Finite aquifer with partially penetrating wells and pumped wellbore storage
without observation well delayed response and with pumped wellbore skin:

hD = [K0(rk1/2) + (rk1/2)SwsfK1(rk1/2) + Fpp + K0(riwk1/2)]/(p Fwbss) (3.116)

where

Swsf = Khds/(Kv rw) (3.117)

Swsf is the wellbore skin factor, Kh is the aquifer horizontal hydraulic conductivity,
Kv is the aquifer vertical hydraulic conductivity, rw is the pumped well effective
radius, and ds is the skin thickness.

Finite aquifer with partially penetrating wells, pumped wellbore storage,
observation well delayed response, and pumped wellbore skin (Moench et al.,
2001, p. 12):

hmD = hD/(1 + Wdpp) (3.118)

where hmD is the Laplace transform dimensionless drawdown with observation
well delayed response and Wdp is a dimensionless parameter defined as

Wdp = πro
2/(2πrw

2SsF ′) (3.119)

ro is the observation well casing radius, rw is the pumped well effective radius,
Ss = S/b, and

F ′ = Ls/[ln(x + 1 + x2)0.5] (3.120)
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x = (Kh /Kv)0.5Ls/(2ro) (3.121)

Kh is the aquifer horizontal hydraulic conductivity, Kv is the aquifer vertical
hydraulic conductivity, F ′ is a shape factor defined by Hvorslev (1951, case 8),
Ls is the observation well or piezometer screen length, and ro is the observation
well radius. Delayed response in an observation piezometer cannot be simulated
with Equation 3.119 because the screened length of the observation piezometer
is 0 (Barlow and Moench, 1999, p. 12). Drawdown in an observation piezometer
without delayed response is calculated based on the depth to the piezometer
center. Drawdown in an observation piezometer with delayed response is simu-
lated by assuming the observation piezometer is a partially penetrating observa-
tion well with a very short (1 ft) screen.

The rk1/2 factors for commonly encountered confined aquifer conditions are:

Confined nonleaky aquifer (Moench and Ogata, 1984, p. 153):

rk1/2 = (r2Sp/T)0.5 (3.122)

where r is the distance from the pumped well to the observation well, S is the
aquifer storativity, p is the Laplace–domain variable, and T is the aquifer trans-
missivity.

Confined leaky aquifer without confining unit storativity and a source unit
above the confining unit (Hantush, 1964, pp. 331–332):

rk1/2 = [r2Sp/T + (r/B)2]0.5 (3.123)

where

B = [T/(K′/b′)]0.5 (3.124)

r is the distance from the pumped well to the observation well, S is the aquifer
storativity, p is the Laplace–domain variable, T is the aquifer transmissivity, K′
is the confining unit vertical hydraulic conductivity, and b′ is the confining unit
thickness.

Confined leaky aquifer with confining unit storativity and the confining unit
overlain by a source unit (Moench and Ogata, 1984, pp. 153–154):

rk1/2 = {r2Sp/T + 4(r2Sp/T)0.5βcoth[4(r2Sp/T)0.5β/(r/B)2]}0.5 (3.125)

where

β = [K′r/(4Khb)][TS′/(SK′b′)]0.5 (3.126)

r/B = (r/b)[K′b/(Khb′)]0.5 (3.127)
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r is the distance from the pumped well to the observation well, S is the aquifer
storativity, p is the Laplace–domain variable, T is the aquifer transmissivity, Kh

is the aquifer horizontal hydraulic conductivity, b is the aquifer thickness, K′ is
the confining unit vertical hydraulic conductivity, b′ is the confining unit thick-
ness, and S′ is the confining unit storativity.

Confined leaky aquifer with confining unit storativity and the confining unit
overlain by an impermeable unit (Hantush, 1964, pp. 331–332):

rk1/2 = {r2Sp/T + 4(r2Sp/T)0.5βtanh[4(r2Sp/T)0.5β/(r/B)2]}0.5 (3.128)

where

β = [K′r/(4Khb)][TS′/(SK′b′)]0.5 (3.129)

r/B = (r/b)[K′b/(Khb′)]0.5 (3.130)

r is the distance from the pumped well to the observation well, S is the aquifer
storativity, p is the Laplace–domain variable, T is the aquifer transmissivity, K′
is the confining unit vertical hydraulic conductivity, Kh is the aquifer horizontal
hydraulic conductivity, b is the aquifer thickness, b′ is the confining unit thickness,
and S′ is the confining unit storativity.

Confined leaky aquifer with confining unit storativity and the confining unit
contains the water table (Cooley and Case, 1973):

rk1/2 = {r2Sp/T + 4(r2Sp/T)0.5βtanh[4(r2Sp/T)0.5β/(r/b)2]

+ (r2Sp/T)sech2[4(r2Sp/T)0.5β/(r/B)2]/[(r2Sp/T)(Lc/b)/(r/B)2

+ (r/B)2S/(16β2ScY) + (r2Sp/T)/(4β)tanh (4r2Sp/T)β/(r/B)2]}0.5 (3.131)

where

β = [K′r/(4Khb)][TS′/(SK′b′)]0.5 (3.132)

r/B = (r/b){K′b/[Kh(b′ + Lcf)]}0.5 (3.133)

r is the distance from the pumped well to the observation well, S is the aquifer
storativity, p is the Laplace–domain variable, T is the aquifer transmissivity, b is
the aquifer thickness, K′ is the confining unit vertical hydraulic conductivity, Kh

is the aquifer horizontal hydraulic conductivity, b′ is the confining unit thickness,
S′ is the confining unit storativity, ScY is the confining unit specific yield, and Lcf

is the capillary fringe thickness.
Laplace transform dimensionless equations for an infinite confined leaky

aquifer with fully penetrating wells without wellbore storage and skin, confining
unit storativity, and a confining unit overlain by a variable head aquifer (two-
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aquifer system with drawdown in the unpumped aquifer) are as follows (Neuman
and Witherspoon, 1969a, 1969b; see Moench and Ogata, 1984):

For the pumped aquifer

hD = 1/p [(A2 – k1)/Dvh] K0(rk1
1/2) – 1/p[(A2 – k2)/Dvh] K0(rk2

1/2) (3.134)

where

k1 = 1/2[A1 + A2 – Dvh] (3.135)

k2 = 1/2[A1 + A2 + Dvh] (3.136)

Dvh = [4B1B2 + (A1 – A2)2]0.5 (3.137)

A1 = r–2[η2 + 4ηβ11coth(ψ)] (3.138)

A2 = r–2[η2(α1/α2) + 4ηβ21 (α1/α2)0.5coth(ψ)] (3.139)

B1 = r–2 4ηβ11 [1/sinh(ψ)] (3.140)

B2 = r–2 4ηβ21 (α1/α2)0.5 [1/sinh(ψ)] (3.141)

ψ = 4ηβ11 (r/B11)–2 (3.142)

β11 = 1/4 K′/K1 r/b1 (α1/α′)0.5 (3.143)

r/B11 = r/b1 (K′/K1 b1/b′)0.5 (3.144)

β21 = β11 T1/T2 (α2/α1)0.5 (3.145)

r/B21 = r/B11 (T1/T2)0.5 (3.146)

α1 = T1/S1 (3.147)

α2 = T2/S2 (3.148)

α′ = K′b′/S′ (3.149)

η = [(r2S1/T1) p]0.5 (3.150)

For the unpumped aquifer

hD2 = [B2/(pDvh)] [K0(rk1
1/2) – K0(rk2

1/2)] (3.151)

42920_C003.fm  Page 70  Thursday, October 12, 2006  4:42 PM



Mathematical Modeling Equation and Software Selection 71

For the confining unit

h′D = [sinh(ψz/b′)/sinh(ψ)] hD2 + {sinh[ψ(1 – z/b′)]/sinh(ψ)}hD1 (3.152)

For two aquifers with identical hydraulic properties

hD1 = 1/(2p) [K0(rk1
1/2) + K0(rk2

1/2)] (3.153)

where p is the Laplace–domain variable, r is the distance from the pumped well
to the observation well, b1 is the pumped aquifer thickness, b′ is the confining
unit thickness, K1 is the pumped aquifer horizontal hydraulic conductivity, K′ is
the confining unit vertical hydraulic conductivity, r is the distance from the
pumped well to the observation well, T1 is the pumped aquifer transmissivity, T2

is the unpumped aquifer transmissivity, S1 is the pumped aquifer storativity, S2 is
the unpumped aquifer storativity or specific yield, and S′ is the confining unit
storativity.

The effects of drawdown in the unpumped aquifer may not be appreciable
during the short duration of most aquifer tests, but, these effects can be quite
significant over longer periods of time.

Dennis and Motz (1998) extended the Neuman and Witherspoon (1969b) two-
aquifer system equations to cover pumping as well as reduction in evapotranspi-
ration from the aquifer above the confining unit. These equations are included in
their Fortran program NSSCON. Cheng (2000) extended the Neuman and With-
erspoon (1969b) two-aquifer system equations to cover multiple-aquifer-confin-
ing unit systems. These equations are included in a suite of Fortran programs.
Both the Dennis and Motz and Cheng equations are for infinite aquifers and fully
penetrating wells with no wellbore storage and skin.

Moench (1985) extended the Hantush (1960) theory of a confined leaky
aquifer overlain and underlain by confining units to cover wellbore storage and
skin. The upper boundary of the overlying confining unit and the lower boundary
of the underlying confining unit can be constant head or no-flow boundaries.

Confined fissure and block aquifer (double porosity) wells are fully penetrat-
ing. The fissure has a skin; the block is leaky with storativity and is overlain by
a source unit (Moench, 1984, pp. 831–846).

For a slab-shaped block:

rk1/2 = {(r2Sp/T) + rDf
2(mf)[tanh(mf)]/[1 + Sf(mf)tanh(mf)]}0.5 (3.154)

For a sphere-shaped block:

rk1/2 = {(r2Sp/T) + 3rDf
2[(mf)coth(mf) – 1]/{1 + Sf[mf coth(mf) – 1]}0.5 (3.155)

where

rDf = [r/(b′b/2)][K′b/Kf]0.5 (3.156)
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mf = (Srp)0.5/rDf (3.157)

Sr = S′b/Ss (3.158)

Sf = K′bbs/[Kf(b′b /2)] (3.159)

T is the fissure transmissivity, Kf is the fissure horizontal hydraulic conductivity,
K′f is the block vertical hydraulic conductivity, b′b is the average block thickness
between fissure zones, S′b is the block specific storage, Sf is the fissure specific
storage, S is the aquifer storativity, p is the Laplace–domain variable, Ks is the
fissure skin hydraulic conductivity, r is the distance from the pumped well to the
observation well, bs is the fissure skin thickness. The aquifer is assumed to consist
of two interacting, overlapping continua: a continuum of low-hydraulic conduc-
tivity, primary porosity blocks and a continuum of high-hydraulic conductivity,
secondary porosity fissures. The parameters of the continuums are homogeneous
and isotropic. The double-porosity aquifer is confined above and below by imper-
meable formations. Groundwater enters a single pumped wellbore through the
fissures and not the block. The discharge rate is constant. There is no initial
groundwater flow. There is transient flow from blocks to fissures causing type
curves to show a transition from early to late time. The length of the transition
time is controlled by Sr and the vertical position of the transient period is con-
trolled by rD. Slab-shaped blocks are usually assumed. Closely spaced water
entries are needed to justify the use of sphere-shaped blocks. Sf is typically 1/10
to 1/100 of S′b. Kf is typically 0.001 to 10 ft/day and K′b is typically 1E-7 to 1E-
4 ft/day. T, S′b, and Sf are associated with the combined fissure and block thickness.

Note that the rk1/2 factors for leaky and fissure and block aquifers are equal
to the rk1/2 factor for the nonleaky aquifer plus source terms.

UNCONFINED AQUIFER LAPLACE TRANSFORM EQUATIONS

Laplace transform dimensionless drawdown equations for unconfined aquifers
with specified aquifer and well conditions are as follows (Moench, 1997, 1998;
Moench et al., 2001 and Addendum):

For a pumped well:

hD = 2(A + Swsf)/{p(lD – dD)[1 + Wdp(A + Swsf)]} (3.160)

where

A = 2/(lD – dD) K0(qn){sin[nπ(1 – dD)] – sin[nπ(1 – lD)]}2/

{nπqnK1(qn)} (3.161)

lD = L/b (3.162)

n=

∞

∑
0
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dD = D/b (3.163)

Wd = πrce
2/[2πrw

2Ss(L – D)]  (3.164)

qn = (εn
2βw + p)0.5 (3.165)

εn, where n = 0, 1, 2, … are the roots of

εntan(εn) = p/M  [1/(σβw + p/γm)] (3.166)

M is the number of empirical constants for gradual drainage from the unsaturated
zone, σ = S/Sy, and S is the aquifer storativity and Sy is the aquifer specific yield:

γm = αmbSy/Kv (3.167)

αm is the mth empirical constant for gradual drainage from the unsaturated zone.

βw = KDrwD
2 (3.168)

KD = Kv /Kh (3.169)

rwD = rw/b (3.170)

β = βwrD
2 (3.171)

rD = r/rw (3.172)

rce = (rc
2 – rp

2)0.5 (3.173)

Swsf is the wellbore skin factor = Khds/(Kvrw), Kh is the aquifer horizontal hydraulic
conductivity, ds is the skin thickness (for simplicity, drawdown due to skin is
presumed to increase linearly with the discharge rate, Tien-Chang Lee, 1999, p.
181), Kv is the aquifer vertical hydraulic conductivity, rw is the pumped well
effective radius, Ss is the aquifer specific storativity, b is the aquifer thickness, r
is the distance from the pumped well to the observation well, rc is the pumped
well casing radius, rp is the pump pipe radius, p is the Laplace–domain variable,
L is the depth from the aquifer top to the pumped well base, and D is the depth
from the aquifer top to the top of the pumped well screen.

For an observation well:

hD = 2E/{p(lD – dD)[1 + Wdp(A + Swsf)]} (3.174)

n

M

=
∑

1
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where

E = 2 K0(qnrD){sin[nπ(1 – dD)] – sin[nπ(1 – lD)]}/

{nπqnK1(qn)[nπ + 0.5sin(2nπ)]}

[sin(nπzD2) – sin(nπzD1)]/(zD2 – zD1) (3.175)

lD = L/b (3.176)

dD = D/b  (3.177)

zD1 = z1/b (3.178)

zD2 = z2/b (3.179)

Wd = πrce
2/[2πrw

2Ss(L – D)] (3.180)

qn = (εn
2βw + p)0.5 (3.181)

εn, where n = 0, 1, 2, … are the roots of

εn tan(εn) = p/M  [1/(σβw + p/γm)] (3.182)

M is the number of empirical constants for gradual drainage from the unsaturated
zone, σ = S/Sy, and S is the aquifer storativity and Sy is the aquifer specific yield:

γm = αmbSy/Kv (3.183)

αm is the mth empirical constant for gradual drainage from the unsaturated zone.

βw = KDrwD
2 (3.184)

KD = Kv /Kh (3.185)

rwD = rw/b (3.186)

qnrD = (εn
2β + prD

2)0.5 (3.187)

β = βwrD
2 (3.188)

rD = r/rw (3.189)

rce = (rc
2 – rp

2)0.5 (3.190)

n=

∞

∑
0

n

M

=
∑

1
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Swsf is the wellbore skin factor = Khds/(Kvrw), Kh is the aquifer horizontal hydraulic
conductivity, ds is the skin thickness (for simplicity, drawdown due to skin is
presumed to increase linearly with the discharge rate (Tien-Chang Lee, 1999, p.
181), Kv is the aquifer vertical hydraulic conductivity, rw is the pumped well
effective radius, Ss is the aquifer specific storativity, b is the aquifer thickness, r
is the distance from the pumped well to the observation well, rc is the pumped
well casing radius, rp is the pump pipe radius, p is the Laplace–domain variable,
1 is the depth from the aquifer top to the pumped well base, d is the depth from
the aquifer top to the top of the pumped well screen, z2 is the depth from the
aquifer top to the observation well base, and z1 is the depth from the aquifer top
to the top of the observation well screen.

For a piezometer:

hD = 2E/{p(lD – dD)[1 + Wdp(A + Swsf)]} (3.191)

where

E = 2  K0(qnrD){sin[nπ(1 – dD)] – sin[nπ(1 – lD)]}/

[nπqnK1(qn)] cos(nπzD) (3.192)

lD = Ll/b (3.193)

dD = D/b (3.194)

zD = zp/b (3.195)

qn = (ε2
nβw + p)0.5 (3.196)

qnrD = (ε2
nβ + prD

2)0.5 (3.197)

εn, where n = 0, 1, 2, … are the roots of

εntan(εn) = p/M  [1/(σβw + p/γm)] (3.198)

M is the number of empirical constants for gradual drainage from the unsaturated
zone, σ = S/Sy, and S is the storativity and Sy is the specific yield:

γm = αmbSy/Kv (3.199)

αm is the mth empirical constant for gradual drainage from the unsaturated zone.

n=

∞

∑
0

n

M

=
∑

1
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Wd = πrce
2/[2πrw

2Ss(L – D)] (3.200)

βw = KDrwD
2 (3.201)

KD = Kv /Kh (3.202)

rwD = rw/b (3.203)

β = βwrD
2 (3.204)

rD = r/rw (3.205)

rce = (rc
2 – rp

2)0.5 (3.206)

Swsf is the wellbore skin factor = Khds/(Kvrw), Kh is the aquifer horizontal hydraulic
conductivity, ds is the skin thickness (for simplicity, drawdown due to skin is
presumed to increase linearly with the discharge rate (Tien-Chang Lee, 1999,
p. 181), Kv is the aquifer vertical hydraulic conductivity, rw is the pumped well
effective radius, Ss is the aquifer specific storativity, b is the aquifer thickness, r
is the distance from the pumped well to the observation well, rc is the pumped
well casing radius, rp is the pump pipe radius, p is the Laplace–domain variable,
L is the depth from the aquifer top to the pumped well base, and D is the depth
from the aquifer top to the top of the pumped well screen, and zp is the vertical
distance above the base of the aquifer to the center of the piezometer screen. The
process of gradual drainage from the unsaturated zone above the water table,
effects of well partial penetration, pumped wellbore storage, and pumped well
skin are simulated. Well loss due to the turbulent flow near the pumped well is
not simulated.

INDUCED STREAMBED INFILTRATION FOURIER–LAPLACE TRANSFORM 
EQUATIONS

Induced streambed infiltration Fourier–Laplace transform dimensionless draw-
down equations for unconfined and confined leaky aquifers are presented by
Butler et al. (2001); Butler and Tsou (2001); and Zhan and Butler (2005). These
equations assume negligible wellbore storage and skin, fully penetrating wells,
and finite width partially penetrating streambeds. Equations for unconfined aqui-
fers (Butler and Tsou, 2001) are as follow:

Beyond the streambed in Zone 1:

1 (ε, ω, p) = (Tf)[ea + eb] (3.207)Φ
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Beneath the streambed in Zone 2:

2 (ε, ω, p) = (Tf)[(A1)ec + (B1)ed] (3.208)

Between pumped well and streambed in Zone 3:

3 (ε, ω, p) = (Tf)[(D1)ef + (E1)eg], 0 ≤ ε ≤ α (3.209)

Between pumped well and right boundary in Zone 3:

3 (ε, ω, p) = [(Tf)(G1)/(H1)][ef + eh], α < ε ≤ XRB (3.210)

where

Φi (dimensionless drawdown) = siT3/Q, i = 1, 3 (3.211)

τ (dimensionless time) = (T3t)/(w2S3) (3.212)

ξ = x/w (3.213)

η = y/w (3.214)

α = a/w (3.215)

B (stream leakance) = (k ′w2)/(b′T2) (3.216)

XRB = xrb/w (3.217)

XLB = xlb/w (3.218)

γi = Ti+1/Ti i = 1, 2 (3.219)

Pi = µι/ µ3 i = 1, 2 (3.220)

µi = Si/Ti i = 1, 3 (3.221)

λ1 = (ω2 + P1p)0.5 (3.222)

λ2 = (ω2 + B + P2p)0.5 (3.223)

λ3 = (ω2 + p)0.5 (3.224)

Φ

Φ

Φ
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A1 = 1/2(er + er1) + [λ1/(/(2 γ1 λ2)][er – er1] (3.225)

B1 = 1/2(er2 + er3) – [λ1/(/(2 γ1 λ2)] [er2 – er4] (3.226)

D1 = 1/2[(A1) + (B1)] + [λ1/(2 γ2 λ3)] [(A1) – (B1)] (3.227)

a = 2λ1XΛΒ + λ1ξ (3.228)

b = –λ1ξ (3.229)

c = λ2ξ (3.230)

d = –λ2ξ (3.231)

f = λ3ξ (3.232)

g = –λ3ξ (3.233)

h = 2 λ3XRB – λ3ξ (3.234)

r = 2 λ1XLB – λ1 + λ2 (3.235)

r1 = λ1 + λ2 (3.236)

r2 = 2 λ1XLB – λ1 – λ2 (3.237)

r3 = λ1 – λ2 (3.238)

r4 = –λ1 – λ2 (3.239)

E1 = 1/2[(A1) + (B1)] – [λ2/(2 γ2 γ3)][(A1) – (B1)] (3.240)

F1 = –1/[ λ3p(2π)0.5] (3.241)

G1 = (D1)er5 + (E1)er6 (3.242)

r5 = λ3α (3.243)

r6 = –λ3α (3.244)

H1 = er5 + er7 (3.245)

r7 = 2λ3XRB – λ3α (3.246)

J1 = (D1)er5 – (E1)e–r5 (3.247)
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K1 = er5 – er7 (3.248)

Tf = (F1)(H1)/[(G1)(K1) – (J1)(H1)] (3.249)

i = Fourier–Laplace transform of Φi, i = 1,3; p = Laplace–transform variable;
ω = Fourier transform variable; si is the drawdown in Zone i; Ti is the aquifer
transmissivity in Zone i; Q is the discharge rate; t is the elapsed time; w is the
streambed width; Si is the aquifer storativity in Zone i; x is the X coordinate; y
is the Y coordinate; a is the distance from the streambed to the pumped well; k
is the streambed vertical hydraulic conductivity; b is the streambed thickness; xrb

is the distance from the right boundary to the right side of the streambed; xlb is
the distance from the left boundary to the right side of the streambed; the stre-
ambed bank nearest the pumped well is the zero X-coordinate baseline; X coor-
dinates are positive to the right of the baseline and negative to the left of the
baseline; the line at a right angle to the streambed through the pumped well is
the zero Y-coordinate baseline; Y coordinates are positive above the baseline and
negative below the baseline; parallel barrier boundaries occur to the right and left
of the streambed baseline; distances to the barrier boundaries are positive to the
right of the streambed baseline and negative to the left of the streambed baseline;
the effects of the barrier boundaries become negligible when the distances from
the streambed baseline to the boundaries are large enough (10,000 ft); Zone 1
refers to the aquifer left beyond the streambed from the pumped well; Zone 2
refers to the aquifer beneath the streambed; and Zone 3 refers to the aquifer to
the right of the streambed. The equations given above are most readily evaluated
using a numerical scheme. A Mathematica® add-on package (Mallet, 2000) can
be used for the joint Fourier–Laplace numerical inversion.

The Laplace solution for stream depletion is (Butler and Tsou, 2001):

∆Q(p) = B/(γ2λ*
2)(Tf)[(A1)(1 – e–r8) – (B1)(1 – er8)] (3.250)

where

r8 = (B + P2p)0.5 (3.251)

P2 = (S2/T2)/(S3/T3) (3.252)

Butler and Tsou (2000) developed the Fortran analytical program StrpStrm for
calculating time-drawdown values with induced streambed infiltration in unconfined
aquifers. The program can be downloaded at www.kgs.ku.edu/StreamAq/Software/
strp.html.

Hunt (1999) presents Fourier–Laplace and other analytical equations for cal-
culating time-drawdown and stream depletion values with induced streambed infil-
tration in unconfined aquifers. These equations assume negligible wellbore storage
and skin, fully penetrating wells, and finite width partially penetrating streambeds.

Φ
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Fox and Durnford (2002) developed the Fortran analytical program STRMAQ
for calculating time-drawdown values with induced streambed infiltration in uncon-
fined and confined nonleaky aquifers. STRMAQ uses analogous well functions to
combine WTAQ (Barlow and Moench, 1999) and induced streambed infiltration
equations presented by Hunt (1999). STRMAQ requires three files: filename, input,
and output. STRMAQ accounts for well partial penetration, wellbore skin, wellbore
storage, and finite width partially penetrating streambeds. STRMAQ can be down-
loaded at www.engr.colostate.edu/~durnford/projects/ NAPL/STRMAQ_Readme.txt.

WELLBORE SKIN EFFECTS

Effects of any well skin (see Figure 3.4) should be considered in estimating the
pumped well effective radius (Moench et al., 2002, p. 18). If the well skin is less
permeable than the aquifer, drawdown in the pumped well is increased (the
effective radius decreases) and there is an apparent increase in wellbore storage,
which reduces drawdowns in the aquifer at early times. If the well skin is more
permeable than the aquifer, drawdown in the pumped well is decreased (the
effective radius increases) and there is an apparent decrease in wellbore storage,
which increases drawdowns in the aquifer at early times.

The pumped well effective radius can be estimated by calculating pumped
well drawdowns for a selected time based on aquifer parameter values estimated
with observation well data and several trial effective radius values. Calculated
drawdowns are compared with the measured drawdown for the selected time. The
trial effective radius that results in a match between calculated and measured
drawdowns is assigned to the pumped well.

FIGURE 3.4 Graph showing wellbore storage and skin effects on pumping test type curve
values.
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STEHFEST ALGORITHM SLUG TEST 
MATHEMATICAL MODELING EQUATIONS

Several Stehfest algorithm slug test mathematical modeling equations are avail-
able (Dougherty, 1989; Novakowski, 1989; and Hyder et al., 1994). In addition,
the general relationship between pumping test and slug test models (Ramey and
Agarwal, 1972; Peres et al., 1989) can be used to generate Stehfest algorithm
slug test mathematical modeling equations with Stehfest algorithm pumping test
mathematical modeling equations for partially penetrating wells in confined non-
leaky, confined leaky, confined fissure and block, and unconfined aquifer condi-
tions. Under favorable conditions when the magnitude of normalized heads during
late time portions of the slug test are appreciable, it is possible to estimate the
confining unit vertical hydraulic conductivity under confined leaky aquifer con-
ditions and the vertical to horizontal hydraulic conductivity ratio under unconfined
aquifer conditions.

CONFINED AQUIFER LAPLACE–TRANSFORM EQUATIONS

The slug test Laplace–transform solution for a slugged well in an infinite confined
nonleaky aquifer with partially penetrating wells and wellbore storage is as
follows (Dougherty, 1989, pp. 567–568):

hD/Ho = CDρ(Ao + A)/[1 +pCDρ(Ao + A)] (3.253)

where

Ao = K0(p1/2)/[p1/2K1(p1/2)] (3.254)

A = 2/ρ2  {[sin(nπzbD/bD) – sin(nπzaD/bD)]2 K0[(p + n2 π2/bD
2)0.5]}/

{n2π2 (p + n2π2/bD
2)0.5 K1[(p + n2 π2/bD

2)0.5]} (3.255)

CD = rc
2/(2 rw

2 S ρ) (3.256)

ρ = (zb – za)/b (3.257)

zaD = za/rw (3.258)

zbD = zb/rw (3.259)

bD = b/rw (3.260)

rw is the pumped well effective radius, S is the aquifer storativity, rc is the pumped
well casing radius, p is the Laplace–domain variable, Ho is the initial displacement

n=

∞

∑
1
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from static head, za is the distance from the aquifer base to the slugged well
screen base, zb is the distance from the aquifer base to the slugged well screen
top, and b is the aquifer thickness.

The slug test Laplace–transform solution for an observation well in an infinite
confined nonleaky aquifer with fully penetrating wells and no observation well-
bore storage is as follows (Novakowski, 1989, p. 2379):

hD/Ho = K0(rDp1/2)/{p1/2[p1/2K0(p1/2) + (1/CD)K1(p1/2)]} (3.261)

where

rD = r2/rw
2 (3.262)

r is the distance between the slugged and observation wells and rw is the pumped
well effective radius.

A numerical inversion program TYPCURV was developed by Novakowski
(1990) to generate slug test observation well dimensionless time-normalized
head values.

PUMPING-SLUG TEST RELATIONSHIP

Pumping and slug test responses are related by the following dimensionless
equation (Ramey and Agarwal, 1972; Peres et al., 1989):

H/H0(tD,rD,CD) = CD[dpD/dtD(tD,rD,CD)] (3.263)

where

tD = Tt/(r2S) (3.264)

rD = r/rw (3.265)

CD = rc
2/(2rw

2S) (3.266)

pD = 2πTs/Q (3.267)

T is the aquifer transmissivity, t is the elapsed time, S is the aquifer storativity,
pD is the pumping test dimensionless drawdown, H/H0 is the slug test normalized
head, rw is the slugged well effective radius, rc is the slugged well casing radius,
r is the distance between the axis of the pumped or slugged well and the obser-
vation point (rw is substituted for r in the case of the pumped or slugged well),
dpD/dtD(tD,rD,CD) is the first derivative of the dimensionless pumping test draw-
down with respect to the first derivative of the dimensionless time tD, s is the
drawdown, and Q is the pumped well constant discharge rate.
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Thus, slug test time-normalized heads are first derivatives (slopes) of the
dimensionless pumping test time drawdowns calculated with Stehfest algorithm
pumping test mathematical modeling equations multiplied by CD. First derivatives
of pumping test dimensionless time drawdown are calculated with an algorithm
listed by Bourdet et al. (1989). That algorithm calculates the first derivative of
head change with respect to the natural logarithm of the change in time. The
derivative is averaged over time periods before and after the point of interest. The
slopes of the head change vs. the change in time are weighted and the head
derivative for the point of interest is calculated with the following equation:

(dH/dt)i = [(∆H1/∆tI)∆t2 + (∆H2/∆t2)∆t1]/(∆t1 + ∆t2) (3.268)

where subscript 1 refers to the points before the points of interest i, subscript 2
refers to the points after the points of interest i, (dH/dt)i are the slopes of the
pumped or observation well dimensionless head changes vs. the changes in time
at the points of interest, ∆H1 is the pumped or observation well dimensionless
head change over the interval between the point of interest i and the point before
the point of interest, ∆H2 is the pumped or observation well dimensionless head
change over the interval between the point of interest i and the point after the
point of interest, ∆t1 is the dimensionless natural logarithmic time change over
the interval between the point of interest i and the point before the point of interest,
and ∆t2 is the dimensionless natural logarithmic time change over the interval
between the point of interest i and the point after the point of interest.

Two derivative algorithm methods are supported in the program DERIV
developed by Spane and Wurster (1993): fixed endpoint and least-squares fit. The
fixed-endpoint method is usually used for calculating derivatives of type curve
values that are relatively free of noise. The least-squares fit method is usually
used for calculating derivatives of noisy test data. In the fixed-endpoint method,
the points immediately before and after the specified time L spacing from the
point of interest are used in calculating mean slopes. The calculated slopes from
the fixed endpoints to the point of interest are then weighted by multiplying each
by its time distance to the point of interest, divided by the sum of the time distances
to the two endpoints.

In the least-squares method, all data from the points immediately before and
after the specified L spacing are used in calculating the slopes to the left and right
of the point of interest. The calculated slopes are then weighted as described for
the fixed-endpoint method. The L spacing may range from 0 to 5 (Spane and
Wurster, 1993). An L-spacing value of 0.2 is commonly used to reduce noise in the
calculated derivative. Larger L-spacing values can lead to oversmoothing of data.

AQUIFER AND WELL CONDITION EFFECTS

Aquifer type, well penetration, wellbore skin, and observation delayed response
(wellbore storage) can appreciably affect slug test time-normalized heads. Slugged
well time-normalized heads for different aquifer types (confined nonleaky, confined
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leaky, and confined fissure and block aquifers) with the same parameter values
are nearly identical except for late times. Slugged well time-normalized heads
for unconfined aquifers are appreciably offset from time-normalized heads for
other aquifer types. Slugged well time-normalized heads for various ratios of
aquifer vertical to horizontal hydraulic conductivity are similar in shape and
closely spaced.

As demonstrated in Figure 3.5, time-normalized heads for a partially pene-
trating slugged well or a nearby observation well are shifted to the right of time-
normalized heads for a fully penetrating slugged well. It is apparent that errone-
ously low hydraulic conductivity values are calculated by applying fully pene-
trating slugged well models to data for partially penetrating slugged wells.

Slugged well time-normalized heads can be significantly affected by wellbore
skin. The hydraulic conductivity of the wellbore skin can either be larger or
smaller than that of the formation. As demonstrated in Figure 3.6, time-normalized
heads for a slugged well or a nearby observation well with wellbore skin whose
hydraulic conductivity is less than that of the formation are shifted to the right
of time-normalized heads for a slugged well with no wellbore skin. Erroneously

FIGURE 3.5 Graph showing well partial penetration effects on slug test type curve values.
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low hydraulic conductivity values are calculated by applying slugged well with
no wellbore skin models to data for slugged wells with wellbore skin. An implau-
sible low storativity estimate obtained with a Stehfest algorithm slug test model
indicates the presence of wellbore skin.

Moench and Hsieh (1985, p. 20) present an equation for analysis of slugged
well test data accounting for a skin of finite thickness. The equation assumes a
confined nonleaky aquifer and a fully penetrating well. Families of type curves
generated with that equation for different values of the ratio of the aquifer hydraulic
conductivity to the skin hydraulic conductivity have nearly identical shapes except
for very low ratios. Therefore, there will be a large degree of nonuniqueness in
matching test data to a family of type curves. Accurate estimates of aquifer
hydraulic conductivity cannot be obtained under most circumstances and it is not
possible to tell whether there is a skin with a different hydraulic conductivity than
that of the aquifer. Time-normalized head data for observation wells close to the
slugged well (within tens of feet) are sufficiently different in shape and magnitude
to allow a reasonable estimate of storativity or specific yield.

Slug test observation well type curve values with delayed response differ
appreciably from type curve values with no delayed response as illustrated in

FIGURE 3.6 Graph showing wellbore skin effects on slug test type curve values.
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Figure 3.7. Type curve values with delayed response have lower peaks and are
shifted to the right of type curve values without delayed response. Usually obser-
vation wells are packed off to eliminate delayed response.

HORIZONTAL ANISOTROPY

Some sedimentary and fractured aquifers are horizontally anisotropic. The hori-
zontal hydraulic conductivity in one direction may be between 2 and 20 times or
more the horizontal hydraulic conductivity in another direction. Drawdown con-
tours around a pumped well in an anisotropic aquifer form concentric ellipses
rather than circles, as they would in an isotropic aquifer. Major and minor
directions of transmissivity coincide with major and minor ellipse axes. Simula-
tion of horizontal anisotropy with numerical mathematical modeling equations
can be accomplished by varying finite-difference grid cell hydraulic characteris-
tics. Simulation is more difficult with analytical mathematical modeling equations
as described below.

FIGURE 3.7 Graph showing observation well delayed response effects on slug test type
curve values.
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Aquifer test data for severe horizontal anisotropy conditions can be analyzed
with the parallel boundary (strip aquifer) image well theory. Aquifer test data for
less severe horizontal anisotropy can be analyzed with analytical methods derived
by Hantush (1966a and 1966b) as explained in Kruseman and de Ridder (1991)
and Batu (1998). These analytical methods cover the three following horizontal
anisotropy conditions:

1. Principal directions of horizontal anisotropy known and ellipse of equal
drawdown unknown

2. Principal directions of horizontal anisotropy unknown and ellipse of
equal drawdown unknown

3. Ellipse of equal drawdown known

Time-drawdown data are matched to an appropriate family of type curves for
isotropic conditions in the case of horizontal anisotropy Condition 1 or Condition
2. The effective transmissivity (Te) is calculated with isotropic analytical mathe-
matical modeling equations and the dimensionless drawdown and measured draw-
down match point coordinates. The values of Te calculated for all observation
wells should be approximately the same. The average value of Te is used in
Equation 3.269. The effective transmissivity (Te) is defined by the following
equation (Hantush, 1966):

Te = (TxTy)0.5 (3.269)

where Tx is the transmissivity in the major direction of horizontal anisotropy and
Ty is the transmissivity in the minor direction of horizontal anisotropy.

The ratio S/Tn, where S is storativity and Tn is the transmissivity in a direction
that makes an angle (� + α) with the X axis (major axis) as defined in Figure
3.8, is calculated with isotropic analytical mathematical modeling equations and
the dimensionless time and measured time match point coordinates. The storat-
ivity, Tx, and Ty can be calculated provided there are one or more observation
wells or piezometers on more than one ray of observation wells or piezometers.
If the principal directions of horizontal anisotropy are known, two observation
wells or piezometers on different rays are sufficient. If the principal directions of
horizontal anisotropy are unknown, three observation wells or piezometers on
different rays are required.

Tn is defined by the following equation (Hantush,1966):

Tn = Tx/[cos2(� + αn) + msin2(� + αn)] (3.270)

where n is the ray number and

m = Tx/Ty = (Te/Ty)2 (3.271)
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α1 = 0 (3.272)

T1 = Tx/(cos2� + msin2�) (3.273)

For confined nonleaky and unconfined aquifers:

an = T1/Tn = [cos2(� + αn) + msin2(� + αn)]/(cos2� + msin2�) (3.274)

where 

a1 = 1 (3.275)

FIGURE 3.8 Horizontal anisotropy parameters.
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For confined leaky aquifers:

an = 0.5[T1/Tn + (B′1/B′n)2] (3.276)

where

B′n = (Tnb′/K′)0.5 (3.277)

b′ is the confining unit thickness and K′ is the confining unit vertical hydraulic
conductivity from Equation 3.271 and Equation 3.274.

m = (Te/Ty)2 = [ancos2� – cos2(� + αn)]/[sin2(� + αn) – ansin2�] (3.278)

If the principal directions of anisotropy are not known, � is calculated with the
following equation:

tan(2�) = –2{[(a3 – 1)sin2α2 – (a2 – 1)sin2α3]/

[(a3 – 1)sin2α2 – (a2 – 1)sin2α3]} (3.279)

Equation 3.279 has two roots in the range 0 to 2π, one being the major axis
of transmissivity (X axis) and the other being the minor axis of transmissivity (Y
axis). If one root is δ, the other will be δ + π. The value of � that makes m > 1
locates the major axis of anisotropy. A negative value of � indicates the positive
X axis lies to the left of the first ray of observation wells or piezometers.

If the principal directions of anisotropy are known, a2 is calculated with
Equation 3.274 or Equation 3.276 and previously calculated ratios S/Tn. Values
of �, α2, a2, and Te are substituted into Equation 3.278 to calculate m. Values of
Te and m are substituted into Equation 3.271 to calculate Ty and Tx. Values of Tx,
m, �, and α2 are substituted into Equation 3.273 and Equation 3.274 or Equation
3.276 to calculate T1 and T2. Finally, values of S/T1, S/T2, T1, and T2 are used to
calculate S.

If the principal directions of anisotropy are unknown, a2 and a3 are calculated
with Equation 3.274 or Equation 3.276 and previously calculated ratios S/Tn.
Values of a2, a3, α2, and α3 are substituted into Equation 3.277 to calculate �.
Values of �, Te, α2, and a2 (or α3 and a3) are substituted into Equation 3.278 to
calculate m. Values of Tx, m, and � and the values of α1 = 0, α2, and α3 are
substituted into Equation 3.270 to calculate T1, T2, and T3. Finally, values of S/T1,
S/T2, S/T3, T1, T2, and T3 are used to calculate S.

A Fortran computer program, Tensor2D, developed and documented by
Maslia and Randolph (1987) can be used to analyze pumping test data for an
anisotropic confined nonleaky aquifer. Tensor2D is based on the equation of
drawdown formulated by Papadopulos (1965) for nonsteady flow in an infinite
anisotropic confined nonleaky aquifer. Data for more than three observation wells
or piezometers can be analyzed with a weighted least-squares optimization
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procedure. Several other methods for analyzing pumping test data in anisotropic
aquifers are described in the literature (Way and McKee, 1982; Neuman et al.,
1984; and Hsieh et al., 1985).

HORIZONTAL HETEROGENEITY

Many aquifers are horizontally heterogeneous. For example, aquifer hydraulic
conductivity can progressively increase or decrease due to major depositional
regimes. The aquifer stratigraphic framework can consist of several beds of
different hydraulic conductivities. There can be sharp contrasts in aquifer hydrau-
lic conductivity over limited distances. Aquifers can be trending, layered, and
discontinuous. Aquifer heterogeneities can follow the complex spatial distribution
of structural or sedimentologic architectural elements.

Pumping test data for horizontal heterogeneous aquifers are commonly ana-
lyzed analytically with one of the following two methods:

1. Interpret time-drawdown data for far wells to estimate effective (rep-
resentative) large-scale hydraulic parameter values with homogeneous
aquifer analytical equations

2. Interpret time-drawdown data for the pumped and near observation
wells to estimate small-scale hydraulic parameter values with homo-
geneous aquifer analytical equations

Method 1 is primarily important for water supply studies. In Method 1,
heterogeneities are simulated by averaging small-scale spatial hydraulic parameter
variations. Method 2 is primarily important for contamination transport studies
because contaminant spreading largely depends on spatial variations in hydraulic
conductivity. Analytical pumping test analysis in heterogeneous aquifers is much
more complex than analytical pumping test analysis in homogeneous aquifers
because the sensitivity of drawdown and recovery data to heterogeneity and
anisotropy varies both in space and time.

Oliver (1993) and Leven (2002) describe drawdown data sensitivity to het-
erogeneity during pumping tests briefly as follows:

• Drawdown is sensitive to heterogeneity within the pumping test
domain, which expands in volume with time, the area of influence of
heterogeneity on drawdown is elliptical in shape, and the influence is
not spatially uniform within the pumping test domain.

• Drawdown is most sensitive to heterogeneity within the pumping test
domain during early times.

• Drawdown sensitivity to heterogeneity depends on the contrast of
hydraulic conductivity.

• Drawdown sensitivity to heterogeneity is highest close to the pumped
well and the heterogeneity.
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• Drawdown sensitivity to anisotropy depends on the relative locations of
the principal axis of anisotropy and the pumped and observation wells.

• Hydraulic conductivity heterogeneity can either increase or decrease
drawdown depending on the relative locations of the heterogeneity and
the pumped and observation wells.

• Increased storativity heterogeneity decreases drawdown and decreased
storativity heterogeneity increases drawdown regardless of the relative
locations of the heterogeneity and pumped and observation wells.

Sanchez-Vila (1999) studied the results of analytically analyzing pumping
test data for heterogeneous aquifers assuming horizontal homogeneous aquifer
(Jacob’s method) conditions. Briefly, Sanchez-Vila’s conclusions are as follows:

• Variability in transmissivity is apparent as a variability in storativity.
• Hydraulic conductivity values calculated with late time-drawdown data

for several fully penetrating observation wells tend to be uniform in
space and represent the effective (geometric mean) hydraulic conduc-
tivity within the pumping test domain.

• Storativity values calculated with late time-drawdown data for several
fully penetrating observation wells tend to be variable in space and are
not representative by themselves.

• Real storativity can rarely be obtained by analyzing pumping test data
for heterogeneous aquifers assuming horizontal homogeneous aquifer
(Jacob’s method) conditions.

It follows that variations in calculated storativity can be useful in diagnosing
heterogeneity. Studies of data for observation wells at variable distances from the
pumped well and locations on rays along and at right angles to heterogeneities
also can be useful in diagnosing heterogeneity. For example, average hydraulic
parameter values for the aquifer test domain can be calculated with late time-
drawdown data. Theoretical distance-drawdown data can then be determined with
these values and compared with measured distance-drawdown data. Deviations
between theoretical and measured distance-drawdown data represent the effects
of heterogeneity.

The effects of heterogeneity also can be diagnosed with pumped well specific
capacity data for a selected time. As a result of heterogeneity, measured specific
capacity in the pumped well, assuming complete well development and negligible
well losses, will differ from theoretical specific capacity based on the average
hydraulic parameter values calculated with aquifer test late time-drawdown data.

Heterogeneity also can be diagnosed with composite plots of time-drawdown
data for pumped and observation wells. Evaluation of time-drawdown data
observed at different locations in an aquifer may not result in one consistent set
of hydraulic parameter values, which indicates that the aquifer is not homogeneous.

Several analytical time-drawdown approaches to aquifer test analysis in het-
erogeneous aquifers have been developed in recent decades (see Butler, 1988;
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Butler, 1990; Butler, 1991; Butler and Liu, 1991; Butler and Liu, 1993; Indelman
et al., 1996; Kabala, 2001; Leven, 2002; Oliver, 1993; Sanchez-Vila, 1997;
Sanchez-Vila et al., 1999; Vasco et al., 2000; Yeh, 1986; Zlotnik and Ledder, 1996;
and Walker and Roberts, 2003). Some of the approaches such as that of Butler
(1988) are based on specified patterns of heterogeneity. It is usually assumed that
transmissivity varies logarithmically in space while storativity is constant in space.
Other approaches such as that of Oliver (1993) do not predefine the pattern of
heterogeneity. The practical application of these methods has been limited.

Oliver (1993) presents an unsteady state flow analytical solution for trans-
missivity and storativity with constant pumping from a single well in a radially
symmetric modest heterogeneous aquifer with transmissivity varying logarithmi-
cally in space and uniform storativity. The solution involves Frechet kernels
(sensitivity coefficients) as convolution integrals in the time domain, which must
be evaluated numerically. Knight and Kluitenberg (2005) present explicit analyt-
ical expressions for storativity and transmissivity Frechet kernels for both pump-
ing and slug tests in a radially symmetric modest heterogeneous aquifer with
transmissivity and storativity varying uniformly in space. The explicit analytical
expressions involve Bessel functions.

Sanchez-Vila (1997) presents a steady state flow analytical solution for the
effective transmissivity with constant pumping from a single well of finite radius
in a heterogeneous statistically isotropic random aquifer. The solution indicates
effective transmissivity is an increasing monotonic function of distance from the
pumped well. Effective transmissivity rises from the harmonic mean of the point
values close to the pumped well and tends asymptotically toward the geometric
mean far from the pumped well. 

Leven (2002) describes a consecutive multiple well approach to pumping test
analysis in heterogeneous aquifers wherein several wells are located within and
along the heterogeneity. The wells have small diameters and are completely
developed. A constant low rate pumping test is conducted consecutively at each
well. The duration of each test is short and usually 1000 sec or less. Time-
drawdown data for each pumped well are plotted as semilogarithmic graphs.

Straight lines are drawn through the very early time-drawdown data when
wellbore storage effects are negligible. The straight lines are extended to zero
drawdown. The slopes of the straight lines and zero drawdown intercepts are used
to calculate small scale values of hydraulic conductivity and storativity. These
values are assigned to a pumping test domain within a radius of tens of feet of
each pumped well. The time when wellbore storage effects are negligible is
ascertained by noting that pumped well time-drawdown data plot as a straight
line with a slope of one on a double-logarithmic time-drawdown graph during
the period when wellbore storage effects are appreciable.

The slope of late time-drawdown data differs from the slope of the early time-
drawdown data in heterogeneous aquifers. Large-scale effective values of hydrau-
lic conductivity and storativity are calculated with late time-drawdown data and
assigned to a pumping test domain within a radius of hundreds to thousands of
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feet of the pumped wells. The quality of hydraulic conductivity and storage values
depends on the effectiveness of well development.

There are other approaches for analyzing pumping test data for heterogeneous
aquifers. For example, information concerning aquifer heterogeneity can be
obtained with large drawdown slug tests (Gonzalo Pulido, HydroQual, Inc.
gpulido@hydroqual.com). Large drawdown slug tests are slug tests with large
normalized heads greater than 5 m, which enhance the estimation of hydraulic
parameters with data from observation wells tens of meters from the slugged well.

Vertical variations in hydraulic conductivity can be estimated with dipole flow
tests as described by Butler (1998a). The dipole flow test involves a single well
test in which a three-packer tool is placed in the screened (open) interval of a
well. A small downhole pump moves water from one chamber of the tool to the
other through the center of the middle packer, thereby setting up a circulation
pattern in the adjacent aquifer. The head difference between the two chambers is
used to estimate the hydraulic conductivity of near-well portions of the aquifer.

Spatial variations in hydraulic conductivity can be estimated with the direct-push
method (Butler et al., 2000). This method involves performing series of slug tests in
direct-push rods as the rods are driven progressively deeper into the formation.
Screened intervals in the rods are only exposed to the aquifer during slug tests, thereby
minimizing the amount of well development without the need of permanent wells.

Interwell variations in horizontal hydraulic conductivity can be estimated with
the hydraulic tomography approach (Bohling et al., 2003; Bohling et al., 2002;
Butler et al., 1999; and Yeh and Liu, 2000). This approach consists of a series of
short-term pumping tests stressing different vertical aquifer intervals in networks
of multilevel small-diameter sampling wells. Detailed drawdown data is obtained
with miniature fiber-optic pressure sensors or air-pressure transducers. Data from
all tests are analyzed simultaneously to characterize the hydraulic conductivity
variation between wells.

IMAGE WELL THEORY

According to the image well theory (see Ferris et al., 1962, pp. 144–146 and
Walton, 1962), a full barrier boundary is defined as a line (streamline) across
which there is no flow, and it may consist of folds, faults, or relatively impervious
deposits such as shale or clay. A full recharge boundary is defined as a line
(equipotential) along which there is no drawdown, and it may consist of increased
aquifer transmissivity or streams, lakes, and other surface water bodies hydrau-
lically connected to the aquifer. Most full hydrogeologic boundaries are not clear-
cut straight-line features but are irregular in shape and extent. However, compli-
cated full boundaries are simulated with straight-line demarcations.

The image well theory for a full barrier boundary can be stated as follows:
The effect of a full barrier boundary on the drawdown in a well, as a result of
pumping from another well, is the same as though the aquifer were infinite in
areal extent and a like discharging image well were located across the full barrier
boundary on a perpendicular line thereto and at the same distance from the full
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barrier boundary as the pumped well as shown in Figure 3.9. The principle is the
same for a full recharge boundary except the image well is assumed to be
recharging the aquifer system instead of pumping from it as shown in Figure 3.10.

The image well, like the pumped well, can have wellbore storage and can
partially penetrate the aquifer. The observation well wellbore storage is influenced
by the image well. Thus, the impacts of full hydrogeologic boundaries on draw-
down can be simulated by use of hypothetical wells. Full boundaries are replaced
by imaginary wells that produce the same disturbing effects as the boundaries.
Full boundary well hydraulics problems are thereby simplified to consideration
of an infinite aquifer system in which real and image wells operate simultaneously.

FIGURE 3.9 Image well system for barrier boundary (from Ferris et al., 1962, U.S.
Geological Survey, Water-Supply Paper 1536E).
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Total drawdown at any particular time is the algebraic summation of real and
image well drawdown or buildup components.

A partial barrier boundary (barrier discontinuity) is defined as a line beyond
which the aquifer transmissivity is much less than the aquifer transmissivity at
the pumped well. A partial recharge boundary (recharge discontinuity) is defined
as a line beyond which the aquifer transmissivity is much greater than the aquifer
transmissivity at the pumped well. Most discontinuities are not clear-cut straight-
line features but are irregular in shape and extent. However, complicated discon-
tinuities are simulated with straight-line demarcations.

FIGURE 3.10 Image well system for recharge boundary (from Ferris et al., 1962, U.S.
Geological Survey, Water-Supply Paper 1536E).
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The image well theory for a discontinuity can be stated as follows: The effect
of a barrier discontinuity on the drawdown in a well, as a result of pumping from
another well, is the same as though the aquifer were infinite in areal extent and
a discharging image well were located across the barrier discontinuity on a
perpendicular line thereto and at the same distance as the pumped well. The image
well discharge is a fraction of the pumped well discharge and depends on the
relative aquifer transmissivities on both sides of the boundary (Muskat, 1937;
Streltsova, 1988, p. 219; and McKinley and Streltsova, 1993, p. 130).

The principle is the same for a recharge discontinuity except the image well
is assumed to be recharging the aquifer system instead of pumping from it. The
image well, like the pumped well, has wellbore storage and can partially penetrate
the aquifer. The observation well can have wellbore storage in response to the
influence of the image well. Thus, the impacts of discontinuities on drawdown
can be simulated by use of hypothetical wells. Discontinuities are replaced by
imaginary wells that produce the same disturbing effects as the discontinuities.
Discontinuity well hydraulics problems are thereby simplified to consideration
of an infinite aquifer system in which real and image wells operate simultaneously.
Total drawdown at any particular time is the algebraic summation of real and
image well drawdown or buildup components.

The image well strength with a discontinuity can be estimated with the
following equation (Muskat, 1937):

Qis = QDis (3.280)

where

Dis = (Tp – Td)/(Tp + Td) (3.281)

Qis is the constant image well strength, Q is the constant pumped well discharge
rate, Tp is the aquifer transmissivity between the pumped well and the disconti-
nuity, and Td is the aquifer transmissivity beyond the discontinuity.

Strictly speaking, equations 3.280 and 3.281 are valid only when the diffu-
sivities (T/S) on either side of the discontinuity are equal. However, for practical
purposes, the use of these equations results in reasonable discontinuity simula-
tions. The exact equation when the diffusivities are unequal is presented by
Streltsova (1988, pp. 219–220). McKinley and Streltsova (1993, p. 130) provide
a monograph for analyzing a discontinuity when the diffusivities on either side
of the discontinuity are unequal.

Nind (1965) presents equations for drawdown in the presence of linear dis-
continuities. Nonsteady state equations describing drawdown on both sides of a
discontinuity in a confined nonleaky aquifer were derived by Fenske (1984).

With barrier boundaries, water levels in observation wells decline at an initial
rate under the influence of the pumping well only, as if the aquifer system were
infinite in areal extent. When the cone of depression of the boundary image well
appreciably impacts the observation wells, the time rate of drawdown increases
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because the total rate of withdrawal from the aquifer system is then equal to that
of the pumping well plus that of the discharging image well. Thus, the time-
drawdown curve is deflected downward.

With recharge boundary conditions, water levels in observation wells decline
at an initial rate under the influence of the pumping well only, as if the aquifer
were infinite in areal extent. When the cone of impression of the recharging image
well appreciably impacts the observation well, the time rate of drawdown changes
and decreases. With a full recharge boundary, equilibrium conditions will even-
tually prevail and the time-drawdown curve will level off.

When a well near a stream hydraulically connected to an aquifer is pumped,
the cone of depression grows until it intercepts sufficient area of the streambed
and is deep enough beneath the streambed so that induced streambed infiltration
balances discharge. The cone of depression may expand only partially or across
and beyond the streambed depending upon the hydraulic conductivity of the
streambed. The use of the image well theory to simulate induced streambed
infiltration assumes that streambed partial penetration and aquifer stratification
are integrated into the effective distance to the recharging image well.

Aquifers are often delimited by two or more boundaries as shown in Figure
3.11. Two converging boundaries delimit a wedge-shaped aquifer, two parallel
boundaries delimit an infinite-strip aquifer, two parallel boundaries intersected at
right angles by a third boundary delimit a semi-infinite strip aquifer, and four
boundaries intersecting at right angles delimit a rectangular aquifer. The image
well theory is applied to such cases by taking into consideration successive image
well reflections on the boundaries.

A number of image wells are associated with a pair of converging boundaries.
A primary image well placed across each boundary balances the impacts of the
pumping well at each boundary. However, each primary image well produces an
unbalanced impact at the opposite boundary. Secondary image wells must be
added at appropriate positions until the impacts of the pumping and primary
image wells are balanced at both boundaries. Although image well systems can
be devised regardless of the wedge angle involved, simple solutions of closed
image well systems are preferred. The actual aquifer wedge angle is approximated
as equal to one of certain aliquot parts of 360 degrees. These approximate angles
were specified by Ferris et al. (1962, p.154) as follows: If the aquifer wedge
boundaries are of like character, the approximate angle must be an aliquot part
of 180 degrees; if the aquifer wedge boundaries are not of like character, the
approximate angle must be an aliquot part of 90 degrees; and if the pumping well
is on the bisector of the wedge angle and the aquifer wedge boundaries are like
in character and both barriers, the approximate angle must be an odd aliquot part
of 360 degrees. Under these conditions, the exact number of image wells is equal
to (360 degrees divided by the wedge angle) minus 1.

The character of each image well is the same if the aquifer wedge boundaries
are of like character. If the aquifer wedge boundaries are not of like character,
the character of each image well is ascertained by balancing the image well
system considering each boundary separately with the following rules (Walton,
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1963, pp. 20–21): A primary image well placed across a barrier boundary is dis-
charging in character, and a primary image well placed across a recharge boundary
is recharging in character; a secondary image well placed across a barrier boundary
has the same character as its parent image well, and a secondary image well placed
across a recharge boundary has the character opposite that of its parent image well.

Two parallel boundaries require the use of an image well system extending
to infinity. Each successively added secondary image well produces a residual
impact at the opposite boundary. However, in practice it is only necessary to add
pairs of image wells until the next pair has negligible influence (< 0.01 ft) on the
sum of all image well impacts out to that point.

If st is the total drawdown in an observation well at time t, sp is the component
of drawdown caused by the pumped well at time t, and sI is the component of
drawdown or buildup caused by an image well associated with a single boundary
at time t, then

FIGURE 3.11 Image well system for wedge boundary (from Ferris et al., 1962, U.S.
Geological Survey, Water-Supply Paper 1536E).
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st = sp + sI for a barrier boundary (3.282)

st = sp – sI for a recharge boundary (3.283)

Appropriate dimensionless drawdowns are utilized to calculate sp and sI

depending on existing aquifer conditions. For example, with confined nonleaky
aquifer conditions:

so = QW(u)/(4πT) + QIW(uI)/(4πT) for a barrier boundary (3.284)

so = QW(u)/(4πT) – QIW(uI)/(4πT) for a recharge boundary (3.285)

where

u = r2S/(4Tt) (3.286)

u = ri
2/(4Tt) (3.287)

Q is the pumped well discharge rate, T is the aquifer transmissivity, r is the
distance from the pumped well to the observation well, S is the aquifer storage,
t is the elapsed time, ri is the distance from the image well to the observation
well, W(u) is the dimensionless drawdown for the pumped well and W(uI) is the
dimensionless drawdown or recovery for the boundary image well.

NUMERICAL MATHEMATICAL MODELING 
EQUATIONS

Numerical groundwater flow mathematical modeling equations can generate dimen-
sionless or dimensional time-drawdown values for simplistic conceptual models
equally as well as analytical models. In addition, numerical models can generate
dimensionless and dimensional time-drawdown values for complex conceptual
models. Both numerical and analytical models can simulate a homogeneous
medium with a uniform thickness, confining unit storativity, delayed gravity drain-
age under unconfined aquifer conditions, wellbore storage, partially penetrating
wells, boundaries as straight-line demarcations, single aquifer and confining unit,
and a pumped well open to only one aquifer. Numerical models can simulate a
heterogeneous aquifer with a nonuniform thickness, irregular boundaries, multiple
aquifer and confining unit layers, and a pumped well open to several aquifers.

Numerical models are based on the following partial-differential equation
describing the three-dimensional movement of groundwater of constant density
through heterogeneous and anisotropic porous earth material under nonequilib-
rium conditions (McDonald and Harbaugh, 1988, p. 2-1):

∂/∂x(Kxx∂h/∂x) + ∂/∂Y(KYY∂h/∂y) + ∂/∂z(Kzz∂h/∂z) – W = Ss∂h/∂t  (3.288)
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where Kxx, KYY , and Kzz are values of hydraulic conductivity along the x-, y-, and
z-coordinate axes, which are assumed to be parallel to the major axes of hydraulic
conductivity, h is the potentiometric head, W is a volumetric flux per unit volume
and represents sources or sinks of water, Ss is the specific storage of the porous
material, and t is time. The principal axes of hydraulic conductivity are assumed
to be aligned with the coordinate directions. Ss, Kxx, KYY , and Kzz may be functions
of space [Ss = Ss (x, y, z), Kxx = Kxx(x, y, z), etc.] and W may be a function of space
and time [W = W(x, y, z, t)].

The mathematical modeling equations describing groundwater flow consist
of the partial-differential equation together with specification of flow or head
conditions at the boundaries of an aquifer system and specification of initial head
conditions. Numerical mathematical modeling equations commonly utilize the
finite-difference approximation method (McDonald and Harbaugh, 1988; Ander-
son and Woessner, 1992).

FINITE-DIFFERENCE APPROXIMATION METHOD

In the finite-difference approximation method, the continuous system described
by partial-differential Equation 3.288 is replaced by a finite set of discrete points
in space and time. Partial derivatives are replaced by terms calculated from the
differences in head values at these points. Systems of simultaneous linear alge-
braic difference equations are generated and expressed as matrix equations and
iterative numerical methods are used to solve the matrix equations. The solution
of matrix equations leads to values of head at specific points and times.

The aquifer test conceptual model is replaced by a discretized grid of nodes
centered at the pumped well and associated finite-difference cells (blocks) simu-
lating one or more aquifer layers. Delayed gravity drainage under unconfined
aquifer conditions is simulated with 10 or more confined layers and 1 unconfined
layer. Parameter values are assigned to grid cell groups and boundary conditions
are simulated along or within grid cell borders. Initial conditions are simulated by
assigning the same head to all grid nodes. Aquifer test time and the pumping rate
are discretized into small blocks of variable lengths to simulate wellbore storage.

The computer program MODFLOW, developed by the U.S. Geological Sur-
vey, is a prime example of the implementation of the finite-difference approxi-
mation method. MODFLOW requires several input files and produces several
output files. Detailed instructions for the preparation of input files are provided
in MODFLOW documentations.

SOFTWARE SELECTION

A large variety of public domain and commercial aquifer test analysis software
is available with a broad range of sophistication. Primary analytical and numerical
software usually contains code to read input data files, code to calculate either
or both dimensionless and dimensional time-drawdown values based on file input
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data (calculation engine), and code to generate output files for use with external
paper graphs or external word processor, spreadsheet, database, graphics software,
and automatic parameter estimation software. Primary software usually is distrib-
uted by governmental agencies or universities. Sophisticated analytical and
numerical software contains code for interactive computer screen input (prepro-
cessor), a calculation engine, internal automatic parameter estimation code, and
code to display calculation results on the computer screen or with a printer
(postprocessor). Sophisticated software can also contain integrated word proces-
sor, spreadsheet, database, and graphics capabilities for seamless analysis. Sophis-
ticated software is usually distributed commercially. Less sophisticated software
is included with some aquifer test analysis books.

The U.S. Geological Survey distributes the fully documented primary ana-
lytical software WTAQ described by Barlow and Moench (1999). WTAQ is
written in Fortran and contains state-of-the-art code for calculating analytical
Stehfest aquifer test model dimensionless or dimensional time-drawdown values
with confined nonleaky or unconfined (water table) aquifer conditions.

The U.S. Geological Survey also distributes several versions of the fully
documented primary numerical software MODFLOW described by McDonald
and Harbaugh (1988). MODFLOW has become an international standard.

The WTAQ and MODFLOW software and documentation are available free
of charge at water.usgs.gov/nrp/gwsoftware/.

Most analytical integral and numerical model commercial software can be
purchased from the Scientific Software Group. P.O. Box 708188, Sandy, Utah
84070, (801) 208–3011 or at www.scisoftware.com.

Detailed information concerning commercial and free software can be obtained at:

www.groundwatermodels.com
www.flowpath.com
www.AQTESOLV.com
www.Aquifer-Test.com
typhoon.mines.edu/software/igwmcsoft/
www.rockware.com

The universal automatic parameter estimation software PEST and documen-
tation and PEST Groundwater Data Utilities can be obtained free of charge at
www.sspa.com/pest/.

The universal automatic parameter estimation software UCODE and docu-
mentation can be obtained free of charge at www.typhoon.mines.edu/software/
igwmcsoft/.

The following books contain analytical integral aquifer test model software:

Dawson, K.J. and J.D. Istok. 1991. Aquifer Testing: Design and Analysis
of Pumping and Slug Tests. Lewis Publishers, Boca Raton, FL at
www.crcpress.com.
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Halford, K.J. and E.L. Kuniansky. 2002. Spreadsheets for the Analysis of
Aquifer-Test and Slug-Test Data. U.S. Geological Survey Open-File
Report 02-197 at water.usgs.gov/pubs/of/.

Hall, Phil. 1996. Water Well and Aquifer Test Analysis. Water Resources
Publications, LLC. Highlands Ranch, CO at www.wrpllc.com.

Boonstra, J. and R.A.L. Kselik. 2002. SATEM: Software for Aquifer Test
Evaluation. Publication 57. International Institute for Land Reclamation
and Improvement. The Netherlands at www.alterra-research.nl/pls.

Batu, Vedat. 1998. Aquifer Hydraulics: A Comprehensive Guide to Hydrogeo-
logic Data Analysis. John Wiley Interscience Publications. Somerset, NJ.

Analytical Stehfest aquifer test model software is contained in the following
book: Walton, W.C. 1996. Aquifer Test Analysis with Windows Software. Lewis
Publishers, Boca Raton, FL at www.crcpress.com.

Both Fortran and Mathematica macros are provided in the following book:
Cheng, A.H.-D. 2000. Multilayered Aquifer Systems — Fundamentals and Appli-
cations. Marcel Dekker, Inc., New York at www.amazon.com.

The following book gives instructions for ordering slug test analytical Stehfest
aquifer test model software: Butler, J.J. 1998. The Design, Performance, and
Analysis of Slug Tests. Lewis Publishers. Boca Raton, FL at www.crcpress.com.

The following book contains MODFLOW pre- and postprocessor software
(PMWIN): Chiang, Wen-Hsing and Wolfgang Kinzelbach. 2003. 3D-Groundwater
Modeling with PMWIN. Springer-Verlag, New York at www.uovs.ac.za/faculties.

The following book gives instructions for obtaining numerical pumping test
software: Lebbe, L.C. 1999. Hydraulic Parameter Identification — Generalized
Interpretation Method for Single and Multiple Pumping Tests. Springer-Verlag,
New York at allserv.ugent.be/~luclebbe.
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4 External Influence
Data Adjustment

The third step in aquifer test modeling is the review of the mathematical modeling
equation assumptions and the adjustment of data for any departures (herein called
external influences) from the assumptions. Erroneous conclusions about aquifer
parameter values and boundaries can be reached if the impacts of any external
influences are not removed before aquifer test data are analyzed with mathemat-
ical modeling equations. External influence fluctuations include those caused by
groundwater flow through the aquifer test domain prior to the test (antecedent
trend), atmospheric pressure changes, surface water (tidal, lake, or stream) stage
changes, earth tides, earthquakes, applications of heavy loads (railroad trains or
trucks), evapotranspiration, recharge from rainfall, and nearby pumped well
pumping rate changes.

Data measurements prior to, during, and after the pumping or slug test are
required for external influence adjustment. Ideally, the pumping pretest and post-
test measurement period lengths should be 5 days and the pumping pretest
measurement period frequency should be 1 h (Spane, 2002). External influence
data adjustments are based on data reference baselines that usually extend hori-
zontally through the time immediately prior to test initiation and vertically through
prominent external influence peaks and troughs. External influence data adjust-
ment involves interpolation and extrapolation that can be performed with data
fitting computer programs in which a line or curve is fitted to data from past
times and extended to estimate data for future times with linear or curvilinear
polynomial approximation (regression) equations.

Usually, groundwater levels are either rising or declining due to groundwater
flow prior to the test initiation instead of being constant as assumed in mathe-
matical modeling equation assumptions. Linear or curvilinear regression of pretest
data can be used to define the antecedent trend. A line or curve is fitted to the
pretest time-groundwater level data usually with the least-squares method. The
reference time is the groundwater level measurement initiation time. The equation
of the best line or curve defines the antecedent trend. Another method for defining
the antecedent trend is to adjust pretest groundwater data for any external influ-
ences and to fit a line or curve to the adjusted pretest data.

The antecedent trend is extrapolated through the test period. Differences
between the extrapolated antecedent trend and the groundwater level measured
immediately prior to test initiation define antecedent trend adjustments. The
adjustments are either subtracted from or added to measured drawdowns during
the test depending on whether the antecedent trend is rising or declining.
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Suppose mathematical modeling equations assume a single pumped or
slugged well. If a nearby production well is operating in addition to the aquifer
test pumped well or slugged well, measured drawdowns or normalized heads are
affected by the combined impacts of two wells instead of one. In this case,
drawdowns or normalized heads due to any changes in the operation of the nearby
production well estimated with mathematical modeling equations, the principle
of superposition, and a conceptual model are subtracted from the measured
drawdowns or normalized heads. According to the principle of superposition, two
or more drawdown or normalized head solutions, each for a given set of aquifer
and well conditions, can be summed algebraically to obtain a solution for the
combined condition.

Suppose the mathematical modeling equations assume the pumping rate is
constant. If the pumping rate is not constant, a best-fit constant rate is selected
and drawdowns or buildups due to departures from the best-fit constant rate
estimated with mathematical modeling equations, the principle of superposition,
and the conceptual model are subtracted or added from the measured drawdowns.

Mathematical modeling equations assume water levels are constant throughout
the aquifer prior to pumping. Suppose groundwater levels are declining prior to
pumping a nearby well. In this case, the declining groundwater level trend prior to
pumping (herein called the antecedent trend) is extrapolated through the pumping
period. A curve or straight line is drawn through the groundwater level just before
pumping started. Differences between the extrapolated antecedent trend at mea-
surement times are calculated and subtracted or added from measured drawdowns.

Mathematical modeling equations also assume the antecedent trend does not
change during the pumping period due to barometric or surface water changes.
Groundwater levels can respond to temporal variations in atmospheric pressure
(see Jacob, 1940; Ferris et al., 1962; Clark, 1967; Weeks, 1979; Davis and
Rasmussen, 1993; and Rasmussen and Crawford, 1997). Atmospheric pressure
changes may exceed 1 in. of mercury (per 1.13 ft of water). There is an inverse
relationship between groundwater level and atmospheric pressure changes.
Groundwater levels decline with an increase in atmospheric pressure and rise
with a decrease in atmospheric pressure. The ratio of the change in groundwater
level to a corresponding change in atmospheric pressure is known as the baro-
metric efficiency. Temporal barometric efficiencies can be constant or variable.

Groundwater level response depends on whether the aquifer is confined or
unconfined and whether there is wellbore storage or wellbore skin. Rasmussen
and Crawford (1997) identified three conceptual models that describe groundwa-
ter level response to atmospheric pressure changes:

1. Instantaneous groundwater level response within confined aquifers
2. Delayed groundwater level response within unconfined aquifers

(because of the delayed transmission of barometric pressure through
the vadose zone)

3. Delayed groundwater level response associated with well characteris-
tics (because of wellbore storage and wellbore skin)
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In confined aquifers, groundwater level response depends on the degree of
aquifer confinement, the rigidity of the aquifer matrix, and the specific weight
of groundwater. Groundwater level change represents only that portion of the
atmospheric pressure change not borne by the aquifer matrix. High barometric
efficiencies reflect high strength and rigid aquifers, and low barometric effi-
ciencies indicate highly compressible aquifers. Barometric efficiencies com-
monly range from 0.3 to 0.7. An inelastic aquifer could have a barometric
efficiency of 1.0.

Barometric efficiency with confined aquifers and wells having no wellbore
storage and skin is constant and does not vary over time. Barometric efficiency
with confined aquifers and wells having wellbore storage or skin is variable,
increases over time, and slowly approaches that with wells having no wellbore
storage and skin as shown in Figure 4.1. Wellbore storage effects are negligible
with transmissivities > 100 ft2/day, which increase with increases in wellbore
radius and decrease with increases in storativity. Commonly, wellbore storage
effects shortly after an atmospheric pressure change occurs are a few hundreds
of a foot or less and soon become negligible.

In unconfined aquifers with well-screen completion below the water table,
atmospheric pressure changes are transmitted instantaneously at the well; how-
ever, there is a delayed response at the water table because air must move into
or out of the overlying vadose zone to transmit the change in atmospheric pressure.
Well-screen completion across the water table allows atmospheric pressure fluc-
tuations to be directly imposed to the water table through the well. The rate of
air movement within the vadose zone varies with its vertical pneumatic diffusivity

FIGURE 4.1 Typical time-barometric efficiency curves for confined aquifers (after   Spane,
1999, PNNL-13078, Pacific Northwest National Laboratory, Richland, Washington).

0 1 2 3 4 5 6 7 8 9 10 11 12
Elapsed Time after Atmospheric Pressure Peak or Trough

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

B
ar

om
et

ric
 E

ffi
ci

en
cy

Transmissivity = 11 ft2/day

Transmissivity = 1.1 ft2/day

Transmissivity = 0.11 ft2/day

42920_book.fm  Page 105  Tuesday, September 12, 2006  1:51 PM



106 Aquifer Test Modeling

(Weeks, 1979), which in turn is a function of the vadose zone vertical perme-
ability, moisture content, and compressibility of contained gas. For vadose zones
exhibiting low pneumatic diffusivities or significant thickness, unconfined aqui-
fer wells will exhibit major groundwater level response to atmospheric pressure
changes.

Barometric efficiency with unconfined aquifers and wells having no wellbore
storage and skin is variable and decreases over time due to delayed transmission
of atmospheric pressure through the vadose zone. Barometric efficiency with
unconfined aquifers and wells having wellbore storage and skin is variable and
is influenced by increases over time due to wellbore storage or skin as well as
decreases over time due to delayed transmission of barometric pressure through
the vadose zone as shown in Figure 4.2. Wellbore storage effects are negligible
with transmissivities > 100 ft2/day, increase with increases in wellbore radius,
and increase with decreases in storativity. Commonly, wellbore storage effects
shortly after an atmospheric pressure change occurs are a few hundreds of a foot
or less and soon become negligible. Barometric efficiencies with unconfined
aquifers can decrease from 0.8 to 0.1 or less during a 24-h period.

Groundwater level data are corrected for atmospheric pressure changes using
the following equation (Ferris et al., 1962, p. 85):

∆W = (BE)∆B (4.1)

where ∆W is the water level change in a well, BE is the barometric efficiency, and
∆B is the corresponding atmospheric pressure change expressed in feet of water.

FIGURE 4.2 Typical time-barometric efficiency curves for unconfined aquifers (after
Spane, 1999, PNNL-13078, Pacific Northwest National Laboratory, Richland, Washington).
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Differences between the atmospheric pressure measured immediately prior
to test initiation and the atmospheric pressure at any time during the test multiplied
by the barometric efficiency define atmospheric pressure adjustments. The adjust-
ments are either subtracted from or added to measured drawdowns during the
test depending on whether the atmospheric pressure is rising or declining.

CONFINED AQUIFER BAROMETRIC EFFICIENCY

The order of magnitude of barometric efficiency for confined granular aquifers
with no wellbore storage or skin can be estimated with the following equation
(see Ferris et al., 1962, p. 90):

BE = (γθbβ)/S (4.2)

where γ is the specific weight of groundwater at a stated reference temperature
(usually assumed to be equal to 62.4 lb/ft3), θ is the aquifer porosity, β is the bulk
modulus of compression of groundwater (reciprocal of the bulk modulus of elasticity,
usually assumed to be equal to .0000033 in2/lb), and BE is the barometric efficiency.

The order of magnitude of aquifer porosity values can be estimated with Table
4.1. Storativity usually ranges from 10–5 to 10–3 and is about 10–6 per foot of
aquifer thickness (Lohman, 1972, p. 8).

Clark (1967) describes the following method for calculating barometric effi-
ciency when the aquifer is confined, wells have no wellbore storage and skin,
there is instantaneous transmission of atmospheric pressure effects, and ground-
water level changes during the time of interest are due to changes in atmospheric
pressure as well as other influences such as an antecedent trend. Groundwater
level and atmospheric pressure vs. time arithmetic graphs are divided into small
(hourly) increments of time. The method assigns a positive sign to groundwater
level changes when the groundwater level is rising and a positive sign to atmo-
spheric pressure changes when the atmospheric pressure is decreasing. Summa-
tions of groundwater level changes and corresponding atmospheric pressure
changes are calculated and tabulated for each increment of time using the fol-
lowing rules (Davis and Rasmussen, 1993):

• When the atmospheric pressure change is zero, neglect the correspond-
ing value of groundwater level change in calculating summations of
groundwater level changes.

• When the groundwater level change and the atmospheric pressure
change have like signs, add the absolute value of the groundwater level
change in calculating the summation of groundwater level changes.

• When the groundwater change and the atmospheric pressure change
have unlike signs, subtract the absolute value of the groundwater level
change in calculating the summation of groundwater level changes.

• Summation of atmospheric pressure change is the sum of the absolute
values of atmospheric pressure change.
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The groundwater level change can be positive or negative depending on the
corresponding value of atmospheric pressure change.

Incremental summations are plotted on an arithmetic graph with groundwater
level incremental summations on the y axis and atmospheric pressure change

TABLE 4.1
Typical Porosity Ranges

Deposit Porosity, Dimensionless

Volcanic, pumice 0.80–0.90
Peat 0.60–0.80
Soils 0.50–0.60
Silt 0.35–0.60
Clay 0.35–0.60
Loess 0.40–0.55
Sand, dune 0.35–0.55
Sand, fine 0.20–0.55
Sand, coarse 0.15–0.35
Gravel, coarse 0.25–0.35
Gravel, medium 0.15–0.25
Sand and gravel 0.20–0.35
Till 0.25–0.45
Siltstone 0.25–0.40
Sanstone 0.05–0.50
Volcanic, vesicular 0.10–0.50
Volcanic, tuff 0.10–0.40
Limestone 0.05–0.50
Schist 0.05–0.50
Shale, weathered 0.30–0.50
Basalt 0.01–0.35
Shale, at depth 0.01–0.10
Volcanic, dense 0.01–0.10
Igneous, fractured 0.01–0.10
Dolomite 0.34–0.60
Chalk 0.023–0.20
Salt, bedded 0.005–0.03
Bedded salt 0.001–0.005
Granite 0.0005–0.08
Igneous, unfractured 0.0001–0.01
Anhydrate 0.005–0.05

Based on data in Morris and Johnson, 1967, U.S. Geological Survey. Water-
Supply Paper 1839-D; Walton, 1991, Principles of Ground Water Engineering,
Lewis Publishers, Inc., pp. 414–416; Spitz and Moreno, 1996, A Practical
Guide to Ground Water and Solute Transport Modeling, John Wiley & Sons,
Inc., pp. 341–354.
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incremental summations on the x axis. A straight line is fitted to the graph. The
barometric efficiency is calculated from the slope of the graph.

Usually, the Clark methods can be applied with little error when the aquifer
is confined and wells have wellbore storage.

UNCONFINED AQUIFER BAROMETRIC 
EFFICIENCY

Spane (2002) describes the use of two methods for calculating barometric efficiency
when the aquifer is unconfined and temporal barometric efficiency is variable:

1. Multiple-regression deconvolution technique (Rasmussen and Craw-
ford, 1997)

2. Vadose zone model (WBAR program of Weeks, 1979)

The vadose zone model requires minimal baseline data and physical system
properties (e.g., pneumatic diffusivity, vadose zone thickness, background water-
table trend) can be determined directly from the analysis but do not account for
wellbore storage or skin and situations where the water table occurs with the
well-screen section. The multiple-regression method requires longer baseline data
periods to be effective and quantitative characterization of the physical system
properties controlling the barometric response cannot be directly determined.
Several days of baseline data may be required with a measurement frequency of
every hour.

In the multiple-regression deconvolution technique with atmospheric pressure
and groundwater level changes recorded every hour, the relationship between
groundwater level and atmospheric pressure change is as follows (Spane, 2002):

∆hw = X0 ∆hai + X1∆hai–1 + X2∆hai–2 + … + Xn∆hai–n (4.3)

where ∆hw is the groundwater level change over the last hour, ∆hai is the atmo-
spheric pressure change over the last hour, ∆hai–1 is the atmospheric pressure
change from 2  to 1 h previous, ∆hai–n is the atmospheric pressure change from
n h to (n – 1) h previous, X0 … Xn are the regression coefficients corresponding
to time lags of 0 to n h, and n is the number of hours that lagged atmospheric
pressure effects are apparent.

The following alternative method can be used to calculate barometric effi-
ciency when the aquifer is unconfined and temporal barometric efficiency is
variable. The pretest atmospheric pressure and groundwater level records are
examined and prominent peaks and troughs are selected for analysis. Reference
times for each atmospheric pressure peak and trough are recorded. Incremental
atmospheric pressure and related groundwater level changes at 1 h intervals after
the reference time for each peak and trough are determined. The number of time
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intervals depends on the length of time between adjoining atmospheric pressure
peaks and troughs.

The barometric efficiency for each time interval is calculated as the ratio of
the incremental groundwater level change and the related incremental atmospheric
pressure change. The elapsed times from peak or trough reference times to each
time interval are also determined. The best-fit curve through the elapsed time (lag
time) vs. barometric efficiency data is determined. The equation of the curve and
atmospheric pressure peak and trough data during the aquifer test are used to
correct measured drawdowns for atmospheric pressure fluctuations.

BAROMETRIC EFFICIENCY CALIBRATION

Barometric efficiencies are calibrated with pretest data before they are used to
correct measured drawdowns during an aquifer test. The purpose of the calibration
process is to minimize or eliminate pretest groundwater level fluctuations resulting
from atmospheric pressure changes. The pretest antecedent trend defined with
linear or curvilinear regression is compared with the antecedent trend defined by
correcting measured pretest groundwater level data with calculated barometric
efficiencies. If the comparison is favorable, the barometric efficiencies are
declared to be valid. Otherwise, barometric efficiencies are adjusted and the
process is repeated.

STREAM STAGE ADJUSTMENTS

Sinusoidal changes in groundwater levels will occur in response to correlative
changes in stream stage (Ferris, 1951; Ferris et al., 1962). The amplitude of
groundwater level fluctuations decreases with distance from the stream and the
time lag of a given groundwater level peak or trough increases with distance from
the stream. The amplitude and time lag depend in part on the aquifer transmissivity
and storativity. Adjustments for any surface water stage changes that occur during
the pumping period are calculated by comparing surface water stage changes with
corresponding groundwater level changes measured prior to the test within the
aquifer test domain or during pumping outside the aquifer test domain. Surface
water stage change adjustments are made by first calculating the surface water
efficiency, SE, as described by the following equation (Ferris et al., 1962, p. 85):

SE = (∆W/∆S) (4.4)

where ∆W is the water level change in a well and ∆S is the corresponding surface
water stage change.

Surface water efficiency is variable over time due to delayed transmission of
stream stage changes through the aquifer and observation wellbore storage and
skin. The following method can be used to calculate surface water efficiency. The
pretest stream stage and groundwater level records are examined and prominent
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peaks and troughs are selected for analysis. Reference times for each surface
water stage peak and trough are recorded. Incremental stream stage and related
groundwater level changes at 1 h intervals after the reference time for each peak
and trough are determined. The number of time intervals depends on the length
of time between adjoining stream stage peaks and troughs.

The surface water efficiency for each time interval is calculated as the ratio
of the incremental groundwater level change and the related incremental stream
stage change. The elapsed times from peak or trough reference time to each time
interval are also determined. The best-fit curve through the elapsed time (lag time)
vs. surface water efficiency data is determined. The equation of the curve and
stream stage peak and trough data during the aquifer test are used to correct
measured drawdowns for surface water stage fluctuations.

Groundwater level data are adjusted for surface water stage changes using
the following equation (Ferris et al., 1962, p. 85):

∆W = (SE)∆S (4.5)

where ∆W is the water level change in a well, SE is the surface water efficiency,
and ∆S is the corresponding surface water stage change.

TIDAL FLUCTUATION ADJUSTMENTS

Changes in groundwater levels near coastal waters will occur in response to
correlative tidal fluctuations (see Ferris et al., 1962; Erskine, 1991; Serfes, 1991;
Milham and Howes, 1995; and Trefry and Johnson, 1998). The amplitude of
groundwater level fluctuations decreases with distance from the coast and the
time lag of a given groundwater level peak or trough increases with distance from
the coast. The amplitude and time lag depend in part on the aquifer transmissivity
and storativity. Adjustments for any tidal fluctuations that occur during the pump-
ing period are calculated by comparing tidal fluctuations with corresponding
groundwater level changes measured prior to the test within the aquifer test
domain or during pumping outside the aquifer test domain. Tidal fluctuation
adjustments are made by first calculating the tidal efficiency, TE, as described by
the following equation (Ferris et al., 1962, p. 85):

TE = (∆W/∆S) (4.6)

where ∆W is the water level change in a well and ∆S is the corresponding tidal
fluctuation.

Tidal efficiency is variable over time due to delayed transmission of tidal
fluctuations through the aquifer and observation wellbore storage and skin. The
following method can be used to calculate tidal efficiency. The pretest tidal stage
and groundwater level records are examined and prominent peaks and troughs
are selected for analysis. Reference times for each tidal stage peak and trough
are recorded. Incremental tidal stage and related groundwater level changes at
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1 h intervals after the reference time for each peak and trough are determined.
The number of time intervals depends on the length of time between adjoining
tidal stage peaks and troughs.

The tidal efficiency for each time interval is calculated as the ratio of the
incremental groundwater level change and the related incremental tidal stage
change. The elapsed times from peak or trough reference time to each time interval
are also determined. The best-fit curve through the elapsed time (lag time) vs.
tidal efficiency data is determined. The equation of the curve and tidal stage peak
and trough data during the aquifer test are used to correct measured drawdowns
for tidal stage fluctuations.

Groundwater level data are adjusted for tidal stage changes using the follow-
ing equation (Ferris et al., 1962, p. 85):

∆W = (TE)∆S (4.7)

where ∆W is the water level change in a well, TE is the tidal efficiency, and ∆S
is the corresponding tidal stage change.

DEWATERING ADJUSTMENTS

Aquifer test mathematical modeling equations assume that drawdown in uncon-
fined aquifers is negligible in comparison to the initial saturated thickness. Gravity
drainage of interstices during a pumping test may decrease the saturated thickness
of the aquifer and, therefore, aquifer transmissivity. If this is case, measured
drawdowns are adjusted for the effects of aquifer dewatering with the following
equation (Jacob, 1944):

sad = sm – sm
2/(2b) (4.8)

where sad is the adjusted drawdown, sm is the measured drawdown, and b is the
initial aquifer thickness.

This equation is strictly applicable to late drawdown data and not to early
and intermediate data (Neuman, 1975a, pp. 334–335).
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5 Data Analysis

The next step in aquifer test modeling is the analysis of adjusted aquifer test data
using the previously defined conceptual model, selected mathematical modeling
equations, and selected software. Aquifer test data analysis procedures are:

• Format selection
• Technique selection
• Well function or drawdown calculation
• Calibration

The traditional approach to aquifer test data analysis involves the use of
analytical integral mathematical modeling equation well functions (dimensionless
drawdown values or normalized head values at dimensionless times). The follow-
ing pdf documents illustrate the traditional approach to aquifer test analysis:

Hiergesell, R.A., M.K. Harris, W.E. Jones, and G.P. Flach. 2000. Results of
Aquifer Tests Performed near R-Area Savannah River Site (U). WSRC-
TR-2000–00180. Westinghouse Savannah River Company, Savanna River
Site, Aiken, SC 29808 at sti.srs.gov/fulltext/tr2000180/ tr2000180.pdf.

Greene, E.A. 1993. Hydraulic Properties of the Madison Aquifer System
in the Western Rapid City Area, South Dakota. U.S. Geological Survey
Water- Resources Investigations Report 93–4008 at water.usgs.gov/pubs.

Warner, D. 1997. Hydrogeologic Evaluation of the Upper Floridan Aquifer
in the Southwest Albany Area, Georgia. U.S. Geological Survey Open-
File Report 97-4129 at ga.water.usgs.gov/pubs/wrir/wrir97-4129/pdf/
wrir97-4129.pdf.

Goode, D.J. and L.A. Seneor. 1998. Review of Aquifer Test Results for
the Lansdale Area, Montgomery County, Pennsylvania. U.S. Geological
Survey Open-File Report 98-294 at pubs.water.usgs.gov/ofr98294.

Aquifer test analysis with analytical Stehfest algorithm mathematical mod-
eling equation well functions is illustrated in the following pdf document:
Moench, A.F., S.P. Garabedian, and D.R. LeBlanc. 2001. Estimation of Hydraulic
Parameters from an Unconfined Aquifer Test Conducted in a Glacial Outwash
Deposit, Cape Cod, Massachusetts. U.S. Geological Survey. Professional Paper
1629 at water.usgs.gov/pubs.

FORMAT SELECTION

There are two aquifer test analysis formats:
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1. Dimensionless
2. Dimensional

Dimensionless format refers to the interactive fitting (calibration) of measured
(adjusted) time-drawdown or time-normalized head values to calculated dimension-
less time-drawdown or time-normalized head double-logarithmic or semilogarith-
mic graphs (type curve or straight line matching). The graphs are usually computer
screen displays. Dimensional format refers to the interactive or automated calibra-
tion of calculated and measured time-drawdown or time-normalized head values.

TECHNIQUE SELECTION

There are four aquifer test analysis techniques:

1. Single plot type curve matching with interactive calibration
2. Single plot straight line matching with interactive calibration
3. Composite plot type curve matching with interactive calibration
4. Composite plot with automatic parameter estimation

Single plot type curve or straight line with interactive calibration techniques
usually precede and guide composite plot type curve matching and composite
plot with automatic parameter estimation techniques. Accentuation of early
dimensionless and measured pumping test time-drawdown data in double-loga-
rithmic graphs facilitates the analysis of wellbore storage, well partial penetration,
delayed drainage at the water table under unconfined aquifer conditions, and
aquifer boundary impacts. Arithmetic values of measured drawdown plotted on
semilogarithmic paper against the logarithms of elapsed time describe a straight
line except during early elapsed times. Single plot type curve matching with
interactive calibration is best suited for the analysis of individual observation well
data, whereas, single plot straight line matching with interactive calibration is
best suited for the analysis of pumped or slugged well data.

SINGLE PLOT TYPE CURVE MATCHING
WITH INTERACTIVE CALIBRATION

To illustrate the single plot type curve matching pumping test technique (Ferris
et al., 1962, p. 94), consider fully penetrating pumped and observation wells
without wellbore storage in a confined nonleaky aquifer infinite in areal extent.
Values of dimensionless drawdown W(u) are calculated and plotted on the y axis
of a double-logarithmic graph against values of the dimensionless time 1/u on
the x axis to describe a single type curve trace. Values of measured drawdown in
a single observation well are plotted along the y axis on a double-logarithmic
graph of the same scale as that used to plot the type curve trace against values
of time on the x axis to describe a time-drawdown curve.
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W(u) is related to 1/u in the same manner that measured drawdown is related
to time, thus, the measured time-drawdown curve is analogous to the type curve.
The measured time-drawdown curve graph is superposed over the type curve
trace keeping the W(u) axis parallel to the measured drawdown axis and the 1/u
axis parallel to the measured time axis. The measured time-drawdown curve graph
is moved until it matches the type curve trace. In the matched position, a common
match point for the two graphs is selected, and the four match point coordinates
W(u), 1/u, s, and t are used to calculate the transmissivity and storativity of the
aquifer. Transmissivity is calculated first and then storativity. This technique is
essentially an exercise in visually finding the best-fit curve to scattered data.

Consider a family of type curve traces associated with fully penetrating
pumped and observation wells with pumped wellbore storage in a confined leaky
aquifer infinite in areal extent. The type curve trace argument is as follows
(Hantush, 1960, p. 3716):

τ = r/4[K′S′/(b′TS)]0.5 (5.1)

where r is the distance between the pumped and observation wells, K′ is the
confining unit vertical hydraulic conductivity, S′ is the confining unit storativity,
b′ is the confining unit thickness, T is the aquifer transmissivity, and S is the
aquifer storativity.

A single well measured time-drawdown graph is superposed over the family
of type curves graph and moved toward and matched to a particular type curve
trace. In the matched position, a common match point for the two curves is
selected, and the four match point coordinates W(u), 1/u, s, and t are used to
calculate the aquifer transmissivity and storativity. Transmissivity is calculated
first and then storativity. The value of τ for the selected type curve trace found
to be analogous to the measured time-drawdown data, previously calculated
aquifer transmissivity and storativity values, and an estimated confining unit
storativity are used to determine the confining unit vertical hydraulic conductivity.

Single plot type curve matching slugged well analysis proceeds as follows.
A family of type curves for a range of α values is plotted on a semilogarithmic
graph with values of dimensionless normalized head [W(α,β)] on the arithmetic
y axis and values of dimensionless time (β) on the logarithmic x axis. Values of
H/H0 are plotted on another semilogarithmic graph with the same scale on the
arithmetic y axis against values of time on the logarithmic x axis to describe a
time-normalized head curve. The H/H0 and t graph is superposed over the W(α,β)
and β graph. The graphs are moved horizontally along the x axis to a position
where most of the data curve falls on one of the family of type curves. In the
matched position, the β and t x coordinates of a common match point and the α
value associated with the matched type curve are substituted in dimensionless
time-normalized head equations to calculate the aquifer horizontal hydraulic
conductivity and the storativity.

Conventional slugged well type curves that relate dimensionless normalized
head (H/H0) to dimensionless time (β) are very similar in shape. A determination
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of storativity by matching dimensionless normalized head and time test data to
these type curves has a questionable reliability. However, conventional slugged
well type curves that relate the first derivative of dimensionless normalized head
with respect to the natural logarithm of dimensionless time differ appreciably in
shape and amplitude and are strongly influenced by storativity (Karasaki et al.,
1988; Spane and Wurster, 1993). Therefore, the reliability of storativity estimates
can be increased when derivative type curves and test data are matched in slugged
well data analysis.

Slugged well analysis with derivative type curves and test data proceeds as
follows. A family of derivative type curves for a range of α values is plotted on
a semilogarithmic graph with values of derivative W(α,β) on the arithmetic y axis
and values of β on the logarithmic x axis. Values of derivative H/H0 are plotted
on another semilogarithmic graph with the same scale on the arithmetic y axis
against values of time on the logarithmic x axis to describe a time-normalized
head curve. The derivative H/H0 and t graph is superposed over the derivative
W(α,β) and β graph. The graphs are moved horizontally along the x axis to a
position where most of the data curve falls on one of the family of type curves.
In the matched position, the β and t x coordinates of a common match point and
the α value for the matched type curve are substituted in dimensionless time-
normalized head equations to calculate the aquifer horizontal hydraulic conduc-
tivity and the storativity.

SINGLE PLOT STRAIGHT-LINE MATCHING
WITH INTERACTIVE CALIBRATION

The single plot straight-line matching pumping test technique (Cooper and Jacob,
1946, pp. 526–534) is based on the following confined nonleaky aquifer equation
(Theis, 1935, pp. 519–524):

s = QW(u)/(4πT) (5.2)

where

u = r2S/(4Tt) (5.3)

and s is drawdown, Q is the pumped well discharge rate, W(u) is dimensionless
drawdown, u is the dimensionless time, T is the aquifer transmissivity, r is the
distance between the pumped and observation wells, S is the aquifer storativity,
and t is the elapsed time after pumping started.

The single plot straight line technique takes advantage of the fact that semi-
logarithmic graphs of arithmetic W(u) vs. the logarithm of u or arithmetic W(u)
vs. the logarithm of 1/u describe a straight line when u ≤ 0.02 and wellbore
storage is negligible. u becomes ≤ 0.02 shortly after pumping starts especially at
the pumped well (r = rw). Arithmetic values of measured drawdown for a particular
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distance from the pumped well are plotted on semilogarithmic paper against the
logarithms of measured elapsed time after pumping started to yield a measured
time-drawdown graph. A straight line is fitted to the portion of the measured time-
drawdown graph where u ≤ 0.02 and is extended to the zero-drawdown graph
axis. The slope and zero-drawdown intercept of the straight line are substituted
into the following equations to calculate aquifer parameter values (Cooper and
Jacob, 1946, pp. 526–534):

T = 2.3Q/(4π∆s) (5.4)

S = 2.25T t0/r2 (5.5)

where Q is the pumped well discharge rate, T is the aquifer transmissivity, S is
the aquifer storativity, r is the distance from the pumped well to the observation
well, ∆s is the drawdown per logarithmic cycle (slope of the straight line), and
t0 is the zero-drawdown intercept of the straight line.

Alternatively, arithmetic values of measured drawdown at a particular mea-
sured elapsed time after pumping started are plotted on semilogarithmic paper
against the logarithms of distance from the pumped well to yield a distance-
drawdown graph. A straight line is fitted to the portion of the measured distance-
drawdown graph where u ≤ 0.02 and is extended to the zero-drawdown graph
axis. The slope and zero-drawdown intercept of the straight line are substituted
into the following equations to calculate aquifer parameter values (Cooper and
Jacob, 1946, pp. 526–534):

T = 2.3Q/(2π∆s) (5.6)

S = 2.25Tt/r0
2 (5.7)

where Q is the pumped well discharge rate, T is the aquifer transmissivity, S is
the aquifer storativity, ∆s is the drawdown per logarithmic cycle (slope of the
straight line), t is the elapsed time after pumping started, and r0 is the zero-
drawdown intercept of the straight line.

After tentative values of transmissivity and storativity have been calculated,
the segment of the data where u ≤ 0.02 is determined and compared with the
segment of data through which the straight line was drawn. The time tsL that must
elapse before the straight line technique can be properly applied to pumping test
data is as follows (Walton, 1962, p. 9):

tsL = r2S/(0.08T) (5.8)

where r is the distance from the pumped well to the observation well, S is the
aquifer storativity, and T is the aquifer transmissivity.

The time that must elapse before a measured time-drawdown semilogarithmic
graph for an observation well yields a straight line may vary from several minutes
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under confined nonleaky aquifer conditions to more than one day under uncon-
fined aquifer conditions. Early measured time-drawdown data or distance-draw-
down data for wells at large distances from the pumped well are filtered from the
analysis when the straight line technique is used.

COMPOSITE PLOT MATCHING
WITH INTERACTIVE CALIBRATION

Stallman (1971), Weeks (1977), van der Kamp (1985), and Moench (1994) discuss
the importance of analyzing drawdown data for all pumping test wells on a
composite plot. In the composite plot matching technique, a double-logarithmic
composite plot of measured drawdown against t/r2 is created where t is the elapsed
time and r2 is the square of the radial distance of the observation point from the
axis of the pumped well (Barlow and Moench, 1999). Theoretical dimensionless
time-drawdown type curves for all pumping test wells are calculated with trial
aquifer parameter values. A double-logarithmic graph composite plot of the type
curves is created with the same scale as the composite plot of measured drawdown
vs. t/r2.

Dimensionless drawdown hdd is defined as:

hdd = 4πTs/Q (5.9)

Dimensionless time is defined as:

t/rD
2 = 4Tt/r2Scu (5.10)

where

rD
2 = r/rw (5.11)

and Scu is the confined aquifer storativity or in the case of an unconfined aquifer
with emphasis on late time-drawdown data the unconfined aquifer specific yield,
T is the aquifer transmissivity, s is drawdown, Q is the pumped well discharge
rate, t is elapsed time, b is the aquifer thickness, r is the distance from the pumped
well to the observation well, and rw is the pumped well effective radius.

The composite plot of measured data is superimposed onto and matched to
the composite plot of type curves. The coordinate axes of each graph are kept
parallel during the matching process. A composite plot match point is selected
on the superimposed graphs and aquifer parameters are calculated with match
point coordinates and Equation 3.262 and Equation 3.263. If the match is not
satisfactory, the process is repeated with adjusted aquifer parameter values.

Alternatively, a double-logarithmic composite plot of measured time-drawdown
values for all pumping test wells is constructed. Theoretical dimensional time-
drawdown values for all pumping test wells are calculated with trial parameters
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values and plotted on the graph. The measured and calculated time-drawdown
values are compared. If the comparison for all pumping test wells is not satisfac-
tory, the conceptual model is adjusted and the process is repeated.

In the case of slug test, a semilogarithmic composite plot of measured time-
normalized head values for the slugged well and nearby observation wells is
constructed. Theoretical dimensional time-normalized head values for all slug
test wells are calculated with trial aquifer parameters values and plotted on the
graph. The measured and calculated time-normalized head values are compared.
If the comparison for all slug test wells is not satisfactory, the conceptual model
is adjusted and the process is repeated.

COMPOSITE PLOT AUTOMATIC PARAMETER 
ESTIMATION

In the composite plot with automatic parameter estimation (nonlinear regression)
technique, differences between simulated drawdowns or normalized heads based
on the conceptual models with trial parameter values and measured drawdowns
or normalized heads are minimized using a weighted sum of squared errors
objective function (Doherty, 1994; Poeter and Hill, 1997; and Hill, 1998). Aqui-
fer test mathematical modeling equations are run repeatedly, automatically vary-
ing aquifer parameter values in a systematic manner from one run to the next
until the objective function is minimized and the best fit between measured and
simulated drawdowns or normalized heads is found. Statistics including sensi-
tivities, parameter standard deviations and correlations, and drawdown or nor-
malized head standard deviations are calculated showing the precision of calcu-
lated parameter values.

The aquifer test mathematical modeling equations to be run repeatedly must
account for all the physical processes that influence measured drawdowns or
normalized heads. Otherwise, the parameter estimation algorithm treats differ-
ences between measured and simulated drawdowns or normalized heads as errors
in measurement with a subsequent degradation in the validity of simulated param-
eter values.

The person analyzing aquifer test data selects the mathematical modeling
equations to be run and specifies the measured drawdowns or normalized heads,
initial parameter values, and the lower and upper ranges of allowable adjustable
parameter values based on conceptual models. Automatic parameter estimation
results can vary depending on the group of parameters selected to be optimized
and on the selected optimization time period.

Automated methods for pumping test analysis and calibration are described by
Saleem (1970), Chandler et al. (1981), Grimestad (1981), Das Gupta and Joshi
(1984), Mukhopadhyay (1985, 1988), Kashyap et al. (1988), Johns et al. (1992), and
Cheng (2000). Kinzelbach (1986, pp. 142–151) describes a simple nonlinear regres-
sion method for automated analysis and calibration of confined nonleaky aquifer
pumping test data. The computer code for the method written in Basic is provided.
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Moench et al. (2001) describes the automated analysis and calibration of pump-
ing test data by nonlinear least squares using PEST (Doherty, 1994) universal
parameter estimation code. Barlow and Moench (1999) describe the automated
analysis and calibration of pumping test data by nonlinear least squares using the
universal UCODE (Poeter and Hill, 1998) parameter estimation code. Both PEST
and UCODE require several input files and produce several output files.

WELL FUNCTION OR DRAWDOWN/HEAD 
CALCULATION

Well functions are classified as special functions in mathematics. Well function
values are either obtained from tables in publications or are calculated with
computers and polynomial approximations. The use of tables is cumbersome
because interpolation is required.

Analytical integral well function values of dimensionless drawdown [W(u)]
for the practical range of dimensionless time (u) are presented by Ferris et al.
(1962, pp. 96–97) and Kruseman and de Ridder (1994). Values of dimensionless
head [W(α,β)] for different values of α and dimensionless time (β) are provided
by Cooper et al. (1967) and Papadopulos et al. (1973). Values of dimensionless
drawdown [W(u, b)] for the practical range of dimensionless time (u) and b are
presented by Reed (1980) and Kruseman and de Ridder (1994). A computer
program for calculating factorials (m!) is listed by Clark (1987, p. 1.15). Values
of dimensionless drawdown [W(ua, ub, β, σ)] are presented by Neuman (1975a,
pp. 332–333) and Kruseman and de Ridder (1994). Values of dimensionless
drawdown [Wpp(u . . .)] for selected well partial penetration conditions and assum-
ing spp = QWpp(u . . .)/(2πT) are presented by Weeks (1969, pp. 196–214) and
Kruseman and de Ridder (1994).

Well function values are usually calculated with analytical integral mathe-
matical modeling equations or analytical Stehfest algorithm mathematical mod-
eling equations and a software program such as WTAQ. Pumped wellbore storage
and skin, observation well delayed response, and delayed drainage at the water
table effects are not usually covered in analytical integral mathematical modeling
equation well functions. In addition, well partial penetration effects are either
incompletely or not covered in analytical integral mathematical modeling equa-
tion well functions. However, these effects are fully covered in analytical Stehfest
algorithm mathematical modeling equation well functions, which are calculated
with computers and polynomial approximations. As will be explained later, well
function values can also be calculated with numerical mathematical modeling
equations incorporated in software programs such as MODFLOW.

CALIBRATION

There are two types of calibration: interactive and automatic parameter estimation.
Interactive calibration usually precedes and guides automatic parameter estimation.
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During calibration, the differences between measured and calculated drawdowns
are minimized. However, calibration in itself does not ensure that the conceptual
model is an accurate representation of the groundwater system and its processes
(see Reilly and Harbaugh, 1993a, 1993b). Keep in mind that calibration can
provide the best parameters for an ill-conceived conceptual model. The appro-
priateness of the conceptual model is frequently more important than achieving
the smallest differences between measured and calculated drawdown. For these
reasons, it is important that a careful evaluation of calibration results be made.
Calibration evaluation may reveal that some calibrated parameters are not rea-
sonable based on other knowledge of their values.

INTERACTIVE CALIBRATION

Interactive calibration rationalizes the validity of conceptual models and guides
the matching of data to type curves or straight lines. Interactive calibration is a
successive approximation technique involving the calculation of time-drawdown
or time-normalized head values for each well based on trial conceptual models.
In general, interactive calibration should evolve from simple to more complex
trial conceptual models and from coarse to fine changes in trial conceptual
modeling parameters thereby providing important information on the sensitivity
of calculated time-drawdown or time-head values to parameter changes. During
interactive calibration, calculated time-drawdown or time-head values are com-
pared with corresponding measured time-drawdown or time-head values and
residuals are calculated with the following equation:

rcal = (sm – sc) (5.12)

where rcal is the residual drawdown or normalized head, sm is the measured draw-
down or normalized head, and sc is the calculated drawdown or normalized head.

The mean absolute error of residuals, MAE, or the root-mean-squared error,
RMS (or standard deviation) of residuals is calculated with the following equations
(Duffield et al., 1990; Ghassemi et al., 1989; Konikow, 1978; and Anderson and
Woessner, 1992):

MAE = 1/n (rcal)i (5.13)

RMS = [1/n (rcal)i
2]0.5 (5.14)

where n is the number of residuals.
The mean absolute and root-mean-squared errors prevent negative and posi-

tive residuals from canceling out.

i

n

=
∑
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=
∑

1
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The acceptable ranges of rcal, MAE, and RMS (calibration target windows)
should be predetermined and included in the conceptual model based on infor-
mation concerning measurement errors and aquifer test conditions. Frequently,
rcal and MAE values within ± 5% of measured time-drawdown or time-head values
are considered acceptable. Calibration is sometimes deemed acceptable when
calculated time-drawdown or time-head values are within two standard deviations
of calculated time-drawdown or time-head values.

Graphic measures of calibration error are helpful in determining the accept-
ability of calibrated parameters. Arithmetic graphs of measured drawdown or
head vs. calculated drawdown or head should form a 45° line passing through
the origin. Arithmetic graphs of residual vs. calculated drawdown or head should
form a uniform horizontal band centered on 0. Arithmetic graphs of residual vs.
time should form a uniform horizontal band centered on 0. A map of residuals
in x, y, z space should exhibit a random pattern of positive and negative as well
as large and small residuals.

If the interactive calibration is deemed unacceptable, the conceptual model
is adjusted, the aquifer test data is reanalyzed, and the calibration process is
repeated. Several conceptual model adjustments may be required before residuals
and MAE or RMS are deemed acceptable. When residuals and MAE or RMS are
judged to be acceptable, the conceptual model parameter values are assigned to
the aquifer. The calibration process should recognize that time drawdown or time
head is more sensitive to transmissivity changes than to storativity changes.

Iterative interactive calibration tasks are:

• Write input data files
• Run software program
• Read output data files
• Compare measured and output data
• Revise input data files
• Rerun software program
• Display data

Input data files can be written with word processor, spreadsheet, or aquifer test
preprocessor software. Writing input data files with a word processor requires the
user to become familiar with the content of WTAQ, MODFLOW, and PEST input
and output data files. A preprocessor (GUI) automatically creates the input data
files graphically and runs the aquifer test analysis software. The user does not need
to see the input data files or know the commands that run the software until
something goes wrong or the user tries to do something out of the ordinary. Then,
it is important that the user understand input and output data files and run commands
so that the user can track down and resolve the problem. The user must understand
which data goes on each file line (record) and in which order (fields). Users can
become familiar with WTAQ and MODFLOW input data files by reading instruc-
tions and examples presented by Barlow and Moench (1999) and Andersen (1993).
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These documents are available at water.usgs.gov/nrp/gwsoftware/ and www.epa
.gov/ada/csmos/models/modflow.html.

Regardless of whether preprocessors or word processors are used to create
input data files, conceptual model and computer program solution data must be
entered by the user in some manner before they are written to input data files.
Data entry and file management can be quite laborious and tedious. Troubleshoot-
ing software programs can require some knowledge of the DOS language because
software programs such as WTAQ, MODFLOW-96, and PEST are Fortran batch
programs that run from a composite model command line containing a redirect
file reference in a DOS window.

AUTOMATIC PARAMETER ESTIMATION

Automatic parameter estimation involves the preparation of PEST or UCODE
input files. Detailed instructions for the preparation of PEST and UCODE input
files are provided in the PEST manuals (Doherty, 2004a, 2004b) and UCODE
manuals (Poeter and Hill, 1998). Briefly, three input files are required by PEST:

1. Template
2. Instruction
3. Control

Suppose analytical mathematical modeling equations incorporated in the pub-
lic domain software program WTAQ are selected for analysis. In this case, the
template file is simply a replica of the WTAQ input data file except the first line
of the template file contains the string ptf # (# is a parameter delimiter) and
adjustable parameters are identified in a prescribed manner. Adjustable parameters
are identified by name with 1 to 12 characters. The characters cannot be the space
character or the parameter delimiter character. The name is written between two
parameter delimiters. There are usually 12 spaces between delimiters.

The instruction file provides instructions to PEST on how to read each cal-
culated time-drawdown (observation) value in the WTAQ plot output plot file.
The first line of the instruction file contains the string pif @ (@ is a marker
delimiter). Each succeeding line starts with a line advance item ln where n is
the number of lines to advance. The line advance item is followed by a string
with three white space instructions w separated from its neighboring instructions
by one blank space. A white space instruction directs PEST to move its cursor
forward from its current position until it encounters the next blank character. The
white space string is followed by a string with a marker delimiter !, the obser-
vation name (1 to 12 characters), and a marker delimiter !. Thus, the instruction
l6 w w w !pwc1! directs PEST to move its cursor down six lines then right to
the third column, read the number in the third column, and store the number in
the observation variable pwc1.

Many of the items in the PEST control file are used to “tune” PEST’s operation
to the WTAQ software. Such items include the operating mode, parameter change
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limits, parameter transformation types, and termination criteria. The control file
contains seven sections: control data, parameter groups, parameter data, obser-
vation groups, observation data, model command line, and model input/output.
The first line of the instruction file contains the string pcf. The second line
contains the string * control file.

Automatic parameter estimation with numerical mathematical modeling
equations incorporated in the public domain software program MODFLOW is
more complex than automatic parameter estimation with analytical mathematical
modeling equations incorporated in WTAQ. For example, more than one MOD-
FLOW input file (such as Block-Centered Flow and Transient Confining Unit
Leakage for confined leaky aquifer conditions) can contain parameters that require
optimization. PEST template files require that each optimization parameter value
be replaced with a sequence of characters (string) that identify the space as
belonging to that parameter.

The uniform parameter values in input files are easily replaced with parameter
space identifiers. However, nonuniform parameter values in input files can be
written in the form of pumping test site grid data arrays with thousands of values
and are more difficult to replace. Usually, the number of strings is limited to about
10 by zoning the pumping test site grid. A parameter value is constant within
each zone.

The PEST template file can be created using the MODFLOW input file of
interest and the search and replace facility of a word processor. Parameter values
in a particular zone in the MODFLOW input file are altered to a parameter space
identifier (such as # hhy1 #). This is repeated for each zone using a different
parameter space identifier. Adjustable parameter arrays must be located within
input files.

Instead of zoning parameter values, the PEST Pilot Points method (Doherty,
2003) can be used in automatic parameter estimation. In this method, the value
of the parameter within a zone is interpolated from pilot points (scattered point
set). The values of pilot points are adjusted and the surface defining the variation
of hydraulic conductivity values is warped until the objective function is mini-
mized. PEST provides an additional option for the Pilot Point method called
“regularization” in which an additional measure of “stiffness” to the parameter
being interpolated is imposed via a homogeneity constraint to make the inversion
process more stable.

In addition, some versions of MODFLOW generate only unformatted binary
output files, whereas, PEST requires an American Standard Code for Information
Interchange (ASCII) model output file to operate. Thus, MODFLOW unformatted
binary output files must be converted to ASCII output files before PEST can
repeatedly run MODFLOW. When standard Fortran is used in the conversion
process, different compilers result in unformatted files that have different struc-
tures. The files affected are those listed in a MODFLOW name file with file type
DATA(BINARY) and those referenced in array-control records for the array-
reading utility modules U2DINT and U2DREL where FMTIN is specified as
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“(BINARY).” Thus, it is necessary that PEST and other conversion programs be
compiled with the same compiler as that used to compile MODFLOW.

Further, MODFLOW generates drawdowns at specified times and at pumping
test site grid block centers not necessarily at measured times and observation well
sites. PEST requires that some or all of the MODFLOW generated drawdowns
be interpolated to measured times and observation well sites. These tasks can be
accomplished with the PEST groundwater data utility program MOD2OBS by
first placing a MODFLOW command line with screen prompt redirection and
then placing a MOD2OBS command line with screen prompt redirection within
a batch file as part of a “composite model.”

It is important that both MOD2OBS and the version of MODFLOW being
used be compiled with the same compiler. MOD2OBS prompts for the names of
several files, asks a series of questions, and requests data. Screen responses are
redirected to a file using command line redirection so that the composite model
can run continuously. The following files are required for MOD2OBS to run:
settings, grid specification, bore coordinates, bore listing, measured bore sample,
and calculated bore sample. The grid specification, bore coordinates, and bore
listing files contain real-world space data. Measure bore sample and calculated
bore sample files contain real-world time data. Conversion of measured elapsed
time-drawdown data to measured real-world time-drawdown data can be time
consuming. These files can be created using a word processor. The PEST instruc-
tion file is based on the MOD2OBS output file.

The MOD2OBS bore sample output file contains dates in the mm/dd/yyyy
or dd/mm/yyyy format and times in the hh:mm:ss format, whereas, graphic
software requires elapsed time value files. MOD2OBS bore sample output files
can be converted to graphic files with the PEST groundwater data utility program
SMP2HYD.

Automatic parameter estimation with MODFLOW and PEST can involve a
large number (26 or more) of files. For example, suppose a pumping test automatic
parameter estimation is to be performed based on a conceptual model consisting
of a simple one layer aquifer with constant parameter values, one pumped well,
and one observation well. Required MODFLOW oriented files would be basic
(.bas), block-centered flow (.bcf), list output (.lst), name (.nam), output
control (.oc), strongly implicit procedure (.sip), well (.wel), unformatted
output (.bin), and MODFLOW prompt redirect (.mrd).

Required MOD2OBS-oriented files would be grid specification (.gsp), bore
coordinates (.bcd), bore listing (.blt), measured bore sample (.mbs), calculated
bore sample (.cbs), and MOD2OBS prompt redirect (.ord). Required PEST-
oriented files would be settings (.fig), batch to run MODFLOW and PEST
(.bat), template (.tpl), instruction (.ins), input control (.pst), output run
record (.rec), output parameter values (.par), output parameter sensitivity
(.sen), output observation sensitivity (.seo), output residuals (.res), and output
matrix (.mtt).

A commercial software program Visual PEST combines PEST with the Win-
PEST GUI, which displays an extensive range of run-time and postrun data for
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easy analysis and postprocessing with PEST. Visual PEST is available at
www.flowpath.com.

UCODE can also be used to analyze pumping test data with automatic param-
eter estimation techniques. UCODE (Poeter and Hill, 1998) was developed to:

• Manipulate model (such as WTAQ or MODFLOW) input files and read
values from model output files

• Compare user-provided observations with equivalent simulated values
derived from the values read from the model output files using a
weighted least-squares objective function

• Use a modified Gauss–Newton method to adjust the value of user-
selected input parameters in an iterative procedure to minimize the
value of the weighted least-squares objective function

• Report the estimated parameter values
• Calculate and print statistics to be used to:

• Diagnose inadequate data or identify parameters that probably can-
not be estimated

• Evaluate estimated parameter values
• Evaluate how accurately the model represents the actual processes
• Quantify the uncertainty of model simulated values. UCODE con-

sists of algorithms programmed in perl, a freeware language
designed for text manipulation, and Fortran90, which efficiently
performs numerical calculations.

UCODE reads the following information:

• Solution control information, commands needed to execute the models,
and observations from a universal file

• Instructions from a prepare file, template files, and, perhaps, a function
file, which are used to create model input files with starting or updated
parameter values

• Instructions from an extract file for calculating simulated equivalents for
each observation from numbers extracted from the model output files

PUMPED WELL DATA

Drawdown in a pumped well can be affected by external influences as well as
several or all of the following factors:

• Aquifer loss
• Well losses — linear and nonlinear
• Partial penetration loss
• Wellbore storage
• Delayed drainage at the water table under water table conditions
• Dewatering loss due to water table decline
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Aquifer loss is head loss due to the laminar flow of groundwater through the
aquifer toward the pumped well. This head loss is time-dependent and varies
linearly with the discharge rate. Partial penetration loss is due to vertical compo-
nents of flow toward a partially penetrating pumped well. This head loss is time-
dependent and varies linearly with the discharge rate.

Well losses are divided into linear and nonlinear head losses. Nonlinear well
losses occur inside the well screen, in the suction pipe, and in the zone adjacent
to the well where the flow is turbulent. Linear well losses are caused by improve-
ment or damage to the aquifer during drilling and completion of the well. Linear
head losses are commonly referred to as skin effect. If the effective radius of the
well is larger than the real radius of the well, the skin effect is said to be positive.

If the effective radius of the well is smaller than the real radius of the well,
the skin effect is said to be negative. The skin effect is commonly defined as the
difference between the total drawdown observed in the pumped well and the
aquifer loss, assuming that the nonlinear well losses are negligible. The skin effect
is described by the following equation (Kruseman and de Ridder, 1994, p. 216):

Skin effect = skin factor[Q/(2πT)] (5.15)

The skin factor is defined as (Streltsova, 1988, p. 76):

Skin factor = (T/Ts – 1)ln(rs/rw) (5.16)

where Q is the pumped well discharge rate, T is the aquifer transmissivity, Ts is
the near-wellbore altered transmissivity, rw is the pumped well effective radius,
and rs is the radius of the skin near-wellbore altered transmissivity.

The following assumptions underlie procedures for analyzing pumped well data:

• Aquifer has an infinite extent
• Aquifer is homogeneous, isotropic, and uniform in thickness
• Piezometric surface is horizontal prior to pumping
• Values of u or u′ are small (< 0.2)

TIME DRAWDOWN

Time-drawdown data for a pumped well can be analyzed by plotting values of
adjusted drawdown sw vs. the corresponding times from the start of the test as a
semilog graph (time on logarithmic scale). A straight line is fitted through the
points. The slope of the straight line (drawdown difference per log cycle of time,
sL) is determined. Aquifer transmissivity is calculated with the following equation
(Cooper and Jacob, 1946):

T = 0.183Q/(sL) (5.17)

where T is the aquifer transmissivity and Q is the discharge rate.
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TIME-RECOVERY

Recovery data for a pumped well can be analyzed by plotting values of residual
drawdown vs. t/t as a semilog graph (t/t on a logarithmic scale). A straight line
is fitted to the points. The slope of the line per log cycle sL is determined. Aquifer
transmissivity is calculated with Equation 5.17 (Kruseman and de Ridder, 1994,
pp. 194–195).

SPECIFIC CAPACITY

Specific capacity data for a pumped well can be adjusted for any well losses and
effects of well partial penetration. Next the aquifer transmissivity can be calcu-
lated based on the adjusted specific capacity data (Q/sad) and the following
equation (Driscoll, 1986, p. 102):

T = Fsc(Q/sad) (5.18)

where Fsc = 1.4 for confined nonleaky conditions, Fsc = 1.0 for confined leaky
conditions, and Fsc = 0.8 for unconfined conditions. T is the aquifer transmissivity.

STEP DRAWDOWN

Step-drawdown data can be analyzed by assuming well loss to be equal to CQP

and calculating values of Hn for each step and time of drawdown measurement
with the following equation (Eden and Hazel, 1973):

Hn =  ∆Qilog(t – ti) (5.19)

where n is the number of steps, ∆QI is the step i discharge rate increment, t is
the time at which the ith step begins, and tI is the time since the step-drawdown
test started.

Values of drawdown increment son1 or son2 for each step are plotted vs. the
corresponding calculated values of Hn as an arithmetic graph. Parallel straight
lines are fitted through each set of points. The slopes of the straight lines are
calculated together with the aquifer transmissivity.

The lines are extended until they intercept the Hn = 0 axis. The values of son1

or son2 at the intersections AI are labeled. The ratio Ai/Qi for each step (for each
QI) is calculated. The values of Ai/Qi are plotted vs. the corresponding values of
Qi as an arithmetic graph. A straight line is fitted through the points. The line is
extended until it intercepts the ratio Ai/Qi = 0 axis. The value of a is the value of
Ai/Qi at the interception. Calculated values of (Ai/Qi – a) are plotted vs. corre-
sponding values of Qi as a log-log graph. A straight line is fitted to the points.
The slope of the straight line is determined, which is equal to P – 1, where P is

i

n

=
∑

1
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the power to which the discharge rate must be raised to calculate well loss (P
usually varies between 1.5 and 3.5 and commonly is 2). The intersection of the
extended straight line with the ordinate where Qi = 0 is the value of the well loss
constant C.

TIME-DISCHARGE CONSTANT DRAWDOWN

Time-discharge constant drawdown data sw for a flowing well can be analyzed
by plotting values of sw/Q vs. time t as a semilog graph (t on logarithmic scale).
A straight line is fitted through the points. The straight line is extended until it
intercepts the time axis where sw/Q is 0 at the point t0 where drawdown is zero.
The slope of the straight line per log cycle of time (∆s) is determined. Aquifer
transmissivity T and storativity S can be calculated with the following equations
(Kruseman and de Ridder, 1994, pp. 230–231):

T = 2.30/(4π∆s) (5.20)

S = 2.25Tt0/rw
2 (5.21)

where T is the aquifer transmissivity, Q is the pumped well discharge rate, ∆s is
the aquifer thickness, and rw is the well radius.

BOUNDARY DATA

The type curve matching technique can be extended to cover aquifer boundaries
with the image well theory. A boundary can be diagnosed by noting any persistent
time-drawdown data deviation from infinite aquifer type curve traces. Derivative
time-drawdown graphs can be particularly helpful in this respect (Spane and
Wurster, 1993, pp. 814–822). Barrier boundaries cause the derivative time-draw-
down graph to plunge, and recharge boundaries cause the derivative time-draw-
down graph to become horizontal. The type curve deviation or successive approx-
imation method can be used to analyze boundary effects.

In the case of a barrier boundary and type curve deviation method, the
appropriate infinite aquifer type curve trace is matched to early time-drawdown
data unaffected by the barrier boundary and aquifer parameter values are calcu-
lated as described earlier. The infinite aquifer type curve trace is moved up and
to the right and rematched to later time-drawdown data affected by the barrier
boundary. The correctness of the match position is judged by noting that the
drawdown value underlying a selected well function value in the early data
unaffected by the barrier boundary should be half the drawdown value underlying
that same selected well function value in later time-drawdown data affected by
the barrier boundary.

The drawdown difference between the extrapolated first type curve trace and
the second type curve trace is determined for a selected time. The aquifer parameter
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values calculated with early time-drawdown data unaffected by the barrier boundary,
the pumped well discharge rate, the drawdown difference, and selected time values
are substituted in the following equations to calculate the distance between the
observation well and the image well associated with the barrier boundary:

W(ui . . .) = 4πTsi /Q (5.22)

ri
2 = 4Tti /S (5.23)

where W(ui . . .) is the well function type curve trace value corresponding to the
drawdown difference between the extrapolated first type curve trace and the
second type curve trace si at a selected time ti, ri is the distance between the
observation well and the image well associated with the barrier boundary, uI is
the value of u corresponding to W(ui . . .), T is the aquifer transmissivity, Q is the
pumped well discharge rate, and S is the aquifer storativity.

Suppose there were two barrier boundaries. The first barrier boundary is
located as described earlier. The infinite aquifer type curve trace is then moved
further up and to the right and matched to later time-drawdown data affected by
both boundaries. The correctness of the match position is judged by noting that
the drawdown value underlying a selected well function value in the early time-
drawdown data unaffected by the barrier boundaries is one-third the drawdown
value underlying that same selected well function value in late time-drawdown
data affected by both barrier boundaries. The difference between the second and
third infinite aquifer type curve traces is determined for a selected time. The
aquifer parameter values calculated with early time-drawdown data unaffected
by the barrier boundaries, the pumped well discharge rate, the drawdown differ-
ence, and selected time values are substituted in Equation 5.22 and Equation 5.23
to calculate the distance between the observation well and the image well asso-
ciated with the second barrier boundary. The process can be repeated for other
boundary image wells.

In the type curve successive approximation method, the types and locations
of boundaries are estimated and corresponding trial finite aquifer type curve traces
are generated using the image well theory. The time-drawdown data are matched
to the trial finite aquifer type curve traces paying particular attention to the early
time-drawdown data that is unlikely to be affected by boundaries. If the entire
range of time-drawdown data does not match a trial finite aquifer type curve trace,
the locations of the boundaries are changed and new trial finite aquifer type curve
traces are generated. The process is repeated until the entire range of time-
drawdown data can be matched to a trial finite aquifer type curve trace. At that
point, the trial boundary locations are assigned to the aquifer.

Often, available hydrogeologic information is sufficient to determine the
direction from a pumping well to a boundary, and the boundary can be located
by scribing an arc with its center at the observation well and its radius equal to
the distance from the observation well to the image well simulating the boundary.
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A line is drawn connecting the pumping well and the arc in the appropriate
direction indicated by hydrogeologic information. The image well is located at
the intersection of the line and the arc. The strike of the boundary is located by
bisecting the line between the pumping well and image well and drawing a line
perpendicular to the line between the pumping and image wells.

If available hydrogeologic information is not sufficient to determine the
direction of the boundary, at least three observation wells are required to locate
the boundary. After the distances from the observation wells to the image well
are calculated, arcs are scribed with their centers at the observation wells and
their radii equal to the distances to the image well. The image well is located at
the intersection of the arcs, and the strike of the boundary is located by bisecting
the line between the pumping and image wells and drawing a line perpendicular
to the line between the pumping and image wells.

MODFLOW SIMULATION

A full description of MODFLOW groundwater flow simulation is presented by
McDonald and Harbaugh (1988). In addition, general groundwater flow modeling
details are provided by Anderson and Woessner (1992). What is not covered in
these two documents and is presented herein are details concerning the simulation
of pumping tests with MODFLOW.

Pumping test data analysis with MODFLOW, similar to pumping test data
analysis with analytical models, involves the selection of an appropriate analysis
format and technique. Usually, the dimensional format is selected with interactive
and automated comparison of calculated and measured time-drawdown or head
values (model calibration) and the minimization of differences between calculated
and measured time-drawdowns or heads (residuals) interactively and automati-
cally with nonlinear regression. First, calculated and measured time-drawdowns
for each single well are compared using the interactive calibration technique and
then calculated and measured time-drawdowns or heads for all wells are compared
using the automatic parameter estimation technique.

The dimensionless format involves the generation of several dimensionless
time-drawdown type curve traces covering the range of possible pumping test
site conceptual models with MODFLOW. Measured time-drawdowns values are
matched to the family of type curves as described for analytical models.

ABOUT MODFLOW VERSIONS

There are four major versions of MODFLOW that can be used to simulate
pumping tests: MODFLOW-88, MODFLOW-96, MODFLOWP-96, and MOD-
FLOW-2000. The first two versions solve only groundwater flow equations, the
third version solves groundwater flow and parameter estimation equations, and
the fourth and latest version solves groundwater flow and other equations such
as parameter estimation and solute transport. MODFLOW-2000 and MOD-
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FLOWP-96 internally support both aquifer test interactive calibration and auto-
matic parameter estimation. MODFLOW-88 or MODFLOW-96 internally support
aquifer test interactive calibration and when supplemented externally with
UCODE or PEST support automatic parameter estimation. MODFLOW-88 and
MODFLOW-96 support transient leakage in confining units (TLK1 package),
whereas, MODFLOWP-96 and MODFLOW-2000 do not. Both areal and cylin-
drical flow to a well during a pumping test can be simulated with MODFLOW-
88 and MODFLOW-96. The short duration (several minutes or less) and radius
of influence (tens of feet) of a slug test make it impractical to simulate slug test
data with MODFLOW.

MODFLOW-88 and MODFLOW-96 like MODFLOW-2000 and MOD-
FLOWP-96 can be used to analyze pumping test data with interactive calibration.
In addition, time-drawdown values calculated with MODFLOW-2000, MOD-
FLOW-96, or MODFLOW-88 can be used with automatic parameter estimation
software such as PEST to analyze pumping test data.

Without the Parameter-Estimation package, MODFLOWP-96 can be used to
interactively analyze pumping test data. With the Parameter-Estimation package,
MODFLOWP-96 can be used to estimate parameters by nonlinear regression.
Parameters used to compute the following MODFLOW model inputs can be
estimated:

• Layer transmissivity, storage, coefficient of storage, hydraulic conductiv-
ity, and specific yield; vertical leakance; horizontal and vertical anisotropy

• Hydraulic conductance of the River, Streamflow-Routing, General-
Head Boundary, and Drain packages

• Areal recharge
• Maximum evapotranspiration
• Pumpage
• Hydraulic head at constant-head boundaries

Nearly any spatial variation in parameters can be defined by the user. Data
used to estimate parameters can include existing independent estimates of param-
eter values, observed hydraulic heads or temporal changes in hydraulic heads,
and observed gains and losses along head-dependent boundaries (such as streams).
Model output includes statistics for analyzing the parameter estimates and the
model; these statistics can be used to quantify the reliability of the resulting
model, to suggest changes in model construction, and to compare results of
models constructed in different ways. Parameters are estimated by minimizing a
weighted least-squares objective function by the modified Gauss–Newton method
or by a conjugate-direction method.

All of the following MODFLOW-2000 are required for pumping test analysis:

• GWF1 — Ground-Water Flow process
• SEN1 — Sensitivity process
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• OBS1 — Observation process
• PES1 — Parameter-Estimation process

The Ground-Water Flow process generates model-calculated drawdown val-
ues at model grid nodes. Several of the following MODFLOW-2000 Ground-
Water Flow process packages files can be required for pumping test analysis:

• BAS6 — Basic
• BCF6 — Block-Centered Flow
• LPF1 — Layer-Property Flow
• RIV6 — River
• DRN6 — Drain
• WEL6 — Well
• GHB6 — General Head Boundary
• RCH6 — Recharge
• EVT6 — Evapotranspiration
• CHD6 — Time-Variant Specified Head
• SIP5 — Strongly Implicit Procedure
• SOR5 — Slice Successive Over-Relaxation
• PCG2 — Version 2 of Preconditioned Conjugate Gradient
• DE45 — Direct solver
• LMG1 — Multigrid solver
• FHB1 — Flow and Head Boundary
• HUF1 — Hydrogeologic-Unit Flow (with horizontal anisotropy capa-

bility)
• LAK3 — Lake
• DRT1 — Drains with Return Flow

The Observation process generates model-calculated drawdown values at
observation well sites for comparison with measured drawdown values. A variety
of statistics is calculated to quantify this comparison, including a weighted least-
squares objective function. In addition, a number of files are produced that can
be used to compare the values graphically. The Sensitivity process calculates the
sensitivity of hydraulic heads throughout the model with respect to specified
parameters using the accurate sensitivity-equation method. These are called grid
sensitivities. If the Observation process is active, it uses the grid sensitivities to
calculate sensitivities for the simulated values associated with the observations.
These are called observation sensitivities. Observation sensitivities are used to
calculate a number of statistics that can be used to diagnose inadequate data, to
identify parameters that probably cannot be estimated by regression using the
available observations, and to evaluate the utility of proposed new data.

The Parameter-Estimation process uses a modified Gauss–Newton method to
adjust values of user-selected input parameters in an iterative procedure to min-
imize the value of the weighted least-squares objective function. Statistics pro-
duced by the Parameter-Estimation process can be used to evaluate estimated
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parameter values; statistics produced by the Observation process and postpro-
cessing program RESAN-2000 can be used to evaluate how accurately the model
represents the actual processes; statistics produced by postprocessing program
YCINT-2000 can be used to quantify the uncertainty of model simulated values.
MODFLOW-2000 has no regularization mode and does not in itself support
parametrization through the use of pilot points.

A special version of MODFLOW-2000, modified for optimal use of PEST,
and known as MODFLOW-ASP and a MODFLOW2000-to-PEST translator are
available at www.sspa.com. Using the translator, an input data set for MOD-
FLOW-2000’s parameter estimation process can be converted to a MOD-
FLOW–PEST input data set thereby making it possible to use PEST’s advanced
regularization and pilot points functionality with MODFLOW-2000.

Parameters are defined in the Ground-Water Flow process input files and can
be used to calculate most model inputs, such as for explicitly defined model
layers, horizontal hydraulic conductivity, horizontal anisotropy, vertical hydraulic
conductivity or vertical anisotropy, specific storage, and specific yield; and, for
implicitly represented layers, vertical hydraulic conductivity.

In addition, parameters can be defined to calculate the hydraulic conductance
of the River, General-Head Boundary, and Drain packages; areal recharge rates
of the Recharge package; maximum evapotranspiration of the Evapotranspiration
package; pumpage or the rate of flow at defined-flux boundaries of the Well
package; and the hydraulic head at constant-head boundaries.

MODFLOW-2000 reads input from the following files: 

• Ground-Water Flow process package input files, which define the
groundwater flow simulation and parameters that can be listed in the
Sensitivity process input file 

• Observation process input files, which define the observations 
• Sensitivity process input file, which lists the parameters for which 

• Values are controlled by the Sensitivity process
• Sensitivities are to be calculated
• Values are to be estimated through the Parameter-Estimation process

• Parameter-Estimation process input file, which lists values for variables
that control the modified Gauss–Newton nonlinear regression

Detailed instructions for the preparation of process input files are provided
in MODFLOW documentation. Input files can be created with a word processor
or one of the many available public domain or commercial preprocessors. For
example, MFI2K (Harbaugh, 2002) is a data-input (entry) Fortran program for
MODFLOW-2000 developed by the U.S. Geological Survey. MFI2K is designed
to be easy to use; data are entered interactively through a series of display screens.
MFI2K also can be used in conjunction with other data-input programs so that
the different parts of a model data set can be entered using the most suitable
program. MFI2K interfaces to an external program such as Microsoft® Excel®

for entering or editing two-dimensional arrays and lists of stress data.
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HYDMOD, a utility program developed by the U.S. Geological Survey (Han-
son and Leake, 1999) saves time-drawdown series information at user-specific
locations from a MODFLOW simulation thus assisting in interactive calibration.
HYDMOD does not calculate time-drawdown series information at user-specific
measurement times. HYDMOD uses the additional utility subroutine URWORD
that is included in MODFLOW-96 and MODFLOW-2000 (Harbaugh and
McDonald, 1996). This additional subroutine must be added to earlier versions
of MODFLOW to use HYDMOD. Four steps are required to create time-draw-
down series data from MODFLOW using HYDMOD. First, the user creates an
input data set that specifies the locations and types of output data desired from
a simulation. Second, MODFLOW is run with HYDMOD to create a binary file
of the specified data at the specified locations. Third, the binary file is processed
with the postprocessor program HYDFMT into an ASCII-text data file. And,
fourth, the data can be plotted directly or entered into a spreadsheet. As a quick
alternative to this approach, HYDPOST (a MODFLOW postprocessor program)
can extract time-drawdown series data from the unformatted (binary) output files
generated by MODFLOW without the use of HYDMOD.

The MODFLOW-96 word Output Control file controls the amount, type, and
frequency of information to be printed or written to formatted or unformatted
(binary) files. The default output consists of head values and budgets terms printed
for the end of each stress period. Additionally, if starting heads are saved, draw-
down is printed at the end of every stress period. Printed output actually means
MODFLOW-96 output in ASCII-text readable form that might possibly be sent
to a printer. Such output including model data and calculated heads, drawdowns,
and cell-by-cell flow terms is actually written to a file called the Listing file for
use prior to the actual printing. The Listing file can be edited and printed with a
commercial word processor such as Microsoft Word.

MODFLOW-96 formatted data files contain formatted arrays records dimen-
sioned (NCOL, NROW). These records can be preceded by identifying informa-
tional records if so specified in the Output Control file. A formatted data file
containing z drawdown values for a single stress period and time step can be
generated by specifying appropriate data in the Word Output Control file and
used to create a contour map or a cylindrical well cross section.

MODFLOW-96 formatted output data for a specified time is not in a form
suitable for creating contour maps. Map graphics programs require XYZ data.
MODFLOW-96 cell center real-world coordinates can be calculated with the
PEST utility program GRID2PT and then added to the MODFLOW-96 output
grid z data to generate graphics XYZ data.

MODFLOW-2000 supports the use of nonstandard options in OPEN state-
ments for unformatted files. This is useful on personal computers because it makes
it possible to use different compilers and still have MODFLOW produce unfor-
matted files with the same structure. This causes the structure of unformatted files
to be different than what was used in previous versions of MODFLOW. The new
files are referred to as “unstructured” because they eliminate the vendor-specific
structure normally included in such files. Programs such as PEST that read

42920_book.fm  Page 135  Tuesday, September 12, 2006  1:51 PM



136 Aquifer Test Modeling

unformatted files produced by MODFLOW-2000 must be able to read unstruc-
tured, unformatted files (using OPEN-statement specifiers and options appropriate
for the compiler being used).

PUMPED WELL DRAWDOWN

A pumped well is simulated in MODFLOW by imposing a discharge rate on a
grid block node. The grid block node is usually much larger than the pumped
well diameter. The drawdown calculated by MODFLOW at the pumped well
node is an average drawdown for the grid block, not the drawdown in the pumped
well (Beljin, 1987, pp. 340–351). The concept of equivalent well block radius
with a square (uniform) or rectangular (variable) grid and anisotropic aquifer
hydraulic conductivity (Peaceman, 1983, pp. 531–543) is used to estimate the
drawdown in the pumped well based on the drawdown calculated by MODFLOW.

The radius at which the drawdown in the aquifer is equal to the drawdown
calculated by MODFLOW for the pumped well grid block is estimated with the
following equation (Peaceman, 1983):

re = 0.28[(Tyy/Txx)0.5∆x2 + (Txx/Tyy)0.5∆y2]0.5/[(Tyy/Txx)0.25 + (Txx/Tyy)0.25] (5.24)

where re is the equivalent well block radius, Txx is the aquifer transmissivity in
the x direction at the pumped well node, Tyy is the aquifer transmissivity in the y
direction at the pumped well node, ∆x is the pumped well block grid spacing in
the x direction, and ∆y is the pumped well block grid spacing in the y direction.

The drawdown in the pumped well based on the drawdown calculated by
MODFLOW for the pumped well block node is estimated with the following
equation (Peaceman, 1983):

sp = sb + Qln(re/rw)/[2π(TxxTyy)0.5] (5.25)

where sp is the drawdown in the pumped well, sb is the drawdown calculated by
MODFLOW for the block node, re is the equivalent well block radius, rw is the
pumped well effective radius, and Q is the pumped well discharge rate.

A method developed by Pedrosa and Aziz (1986, pp. 611–621) may be used
to estimate the drawdown in the pumped well with greater precision than can be
attained with the above equations.

MULTILAYER PUMPED WELL

A multilayer (node) pumped well can be approximately simulated in MODFLOW
by placing more than one well per nodal block. The total pumping rate is apportioned
among these wells using the following equation (McDonald and Harbaugh, 1988):

Qi,j,k = Ti,j,k(QT/Tsum) (5.26)
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where Qi,j,k is the pumping rate from individual layers, Ti,j,k is the transmissivity
of each layer, QT is the total pumping rate, and Tsum is the sum of the transmis-
sivities of all layers penetrated by the well.

The effective well block radius for each layer and the effective water levels
at the pumped well blocks in each layer can also be calculated with equations
presented by Kontis and Mandle (1988).

A multilayered pumped well can be more accurately simulated with the Multi-
Node Well (MNW) package for MODFLOW (Halford and Hanson, 2002) avail-
able at water.usgs.gov/pubs.

WELLBORE STORAGE

Pumped wellbore storage is not simulated in MODFLOW because most models
do not need to simulate this short-term well feature. However, pumping test
models must simulate pumped wellbore storage so that very early time-drawdown
data can be accurately generated. Pumped wellbore storage with areal flow to a
well can be simulated by estimating aquifer flow rates and setting MODFLOW
discharge rates equal to aquifer flow rates.

During very early portions of a pumping test, part of the water withdrawn
from a well is derived from water stored in the well casing (wellbore storage)
and is not withdrawn from the aquifer system (aquifer flow rate). The aquifer
flow rate and the associated time rate of drawdown are less at very early times
than they are at later times because of wellbore storage effects. If the pumped
well has a finite diameter and wellbore storage is appreciable, the discharge rate
is the sum of the aquifer flow rate and the rate of wellbore storage depletion. The
aquifer flow rate increases exponentially with time toward the discharge rate and
the wellbore storage depletion rate decreases in a like manner to 0 (Streltsova,
1988, pp. 49–55).

Aquifer flow rates can be estimated by analytically calculating drawdowns
at the pumped well for selected elapsed times with and without pumped wellbore
storage using average aquifer parameter values for the pumping test site and a
constant discharge rate. The constant discharge rate is multiplied by ratios of
drawdowns with and without pumped wellbore storage to estimate aquifer flow
rates. Drawdowns with and without pumped wellbore storage can be calculated
with WTAQ.

Pumped well wellbore storage with cylindrical flow to a well can be simulated
by assigning a very large (effectively infinite) radial conductance between nodes
that represent the well at the well screen, zero radial conductance between nodes
representing the well where the well is cased, a large (effectively infinite) vertical
conductance inside the pumped well, and a storage capacity for the topmost node
in the well (representing the free surface) that corresponds to a unit value of
specific yield.

Observation well delayed response also is not simulated in MODFLOW
because most models do not need to simulate this well feature. However, some
pumping test models must simulate observation well delayed response so that
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early time-drawdown data can be calculated. The effects of observation well
delayed response can be simulated by analytically calculating drawdowns at an
observation point for selected elapsed times with and without observation well
delayed response using average aquifer parameter values for the pumping test
site and a constant discharge rate. Differences in drawdowns with and without
observation well delayed response are subtracted from drawdowns previously
calculated with MODFLOW and variable discharge rates. Drawdowns with and
without observation well delayed response can be calculated with WTAQ.

DELAYED GRAVITY DRAINAGE

In unconfined aquifers, time-drawdown data usually show a typical S-shape com-
posed of three distinct segments: a steep early time segment, a flat intermediate
time segment, and a relatively steep late time segment (Neuman, 1975a). The
first segment covers a brief period often only a few minutes in length during
which the unconfined aquifer reacts in the same way as a confined aquifer. The
water discharged from the well is derived from aquifer storage by the expansion
of the water and the compaction of the aquifer. The second segment, which can
range in length from several minutes to days, mainly reflects the impact of delayed
gravity drainage of the interstices (leakage) within the cone of depression created
during the first segment. The third segment reflects a period during which the
water discharged from the well is derived both from gravity drainage of interstices
and the expansion of the water and the compaction of the aquifer.

Delayed gravity drainage is usually not simulated in MODFLOW because most
models do not need to simulate this condition. However, pumping test models must
simulate gravity drainage so that very early time-drawdown data can be accurately
calculated. The simulation can be accomplished by using fine discretization in time
and space in an areal or cylindrical well simulation (Reilly and Harbaugh, 1993a,
pp. 489–494). The unconfined aquifer is subdivided into several (usually 10 or
more) layers, especially in the upper parts of the aquifer within which gravity
drainage of interstices occurs depending upon the desired simulation accuracy.

Confined primary storage coefficients are assigned to all layers except the
uppermost layers. Aquifer specific yields are assigned to the secondary storage
coefficients for the uppermost layers. The optimal discretization of layers can be
determined by varying the number of layers, simulating time-drawdown in aquifer
systems with uniform parameter values, and comparing MODFLOW results and
time-drawdown values calculated with analytical Stehfest algorithm modeling
equations. Delayed drainage at the water table described by Moench et al. (2001)
is not simulated in MODFLOW.

GRID DESIGN

A fundamental aspect of MODFLOW is the representation of the aquifer test
domain by discrete volumes of material. The accuracy of the model is limited by
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the size of the discrete volumes. If the cell size is too large, important aquifer
system features may be left out or poorly represented. Thus, it is important to
incorporate a sufficient number of cells to allow the complexity of drawdown or
head distribution to be simulated.

The MODFLOW grid for areal pumping test simulations typically consists
of 50 rows and 50 columns within the pumping test site. The grid is aligned
appropriately with respect to the pumping test site and any aquifer boundaries or
discontinuities. The pumped well is usually located in the center block of the
grid. Typically, square blocks of the grid have spacings of 20 to 100 ft within a
radius of 1000 ft of the pumped well. The grid spacing is expanded beyond 1000
ft out to the boundaries by increasing nodal spacing no more than 1.5 times the
previous nodal spacing. The grid is designed so there is negligible drawdown at
the grid borders. The grid can be designed so that grid nodes are at the location
of observation wells to avoid spatial interpolation of MODFLOW output during
calibration.

MODFLOW output data and grid xy coordinates are commonly used to create
a drawdown (z) contour map for a specified elapsed pumping test time. Contour
map software interpolates regular grid drawdown (z) data based on irregular grid
MODFLOW drawdown (z) data. Different interpolators provide different inter-
pretations of the irregular MODFLOW drawdown (z) data. Best results are
achieved where the MODFLOW grid is regular. For this reason, the MODFLOW
grid should be regular near the pumped well in the vicinity of observation wells.
Calibration with contour maps should proceed with due caution because all
interpolators distort data to some extent.

The MODFLOW grid for cylindrical well simulations typically consists of
several rows and 40 columns radially spaced with a multiplier of 1.5. The grid
starts at the top row (layer thickness) and ends at the bottom row. Layer thickness
for the top and bottom rows is one-half the adjoining row thickness. The pumped
well is located in Row 1 and there is negligible drawdown along Column 40,
which is a constant-head boundary. Under unconfined conditions, there are usually
11 to 21 rows in order to simulate slow gravity drainage under unconfined aquifer
conditions.

TIME DESIGN

For transient models, time is represented by discrete increments of time called
stress periods and time steps in MODFLOW. The size of the time steps has an
impact on the accuracy of a model. Thus, it is important to subdivide time into
a sufficient number of stress periods and time steps to allow the complexity of
drawdown or head distribution to be simulated.

MODFLOW simulation time is divided into stress periods (time intervals
during which the pumping rate is constant) that are, in turn, divided into time
steps. The lengths of each stress period, the number of time steps into which each
stress period is divided, and the ratio of the length of each time step to that of
the preceding time step (time step multiplier) need to be specified.
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Several stress periods each with a single time step and a 1.0 time step
multiplier are typically specified for pumping test analysis. For simulation of
confined aquifer conditions, time is typically subdivided into 36 stress periods,
each with a specified aquifer flow rate and logarithmic spaced lengths ranging
from 0.0002 to 0.10 day. For simulation of unconfined aquifer conditions, time
is typically more finely subdivided than for confined aquifer conditions into 45
stress periods, each with a different aquifer flow rate and logarithmic spaced
lengths ranging from .00002 to 0.1 day. Optimum logarithmic stress period
lengths can best be determined with the aid of a semilogarithmic graph. A typical
set of simulations times (day) are:

The accuracy of the simulation for the first few time steps may not be high
(de Marsily, 1986, p. 400). The stress periods can be designed so that total elapsed
times coincide with measured observation times to avoid temporal interpolation
of MODFLOW output during calibration.

TRANSIENT CONFINING UNIT LEAKAGE

Confining units are not explicitly represented in MODFLOW. Instead, a standard
part of MODFLOW (Block-Centered Flow package) indirectly simulates steady-
state confining unit leakage without confining unit storage changes by means of
a vertical leakance (vertical confining unit hydraulic conductivity divided by
confining unit thickness) term known as VCONT at each finite-difference grid
node. The source of water to the confined leaky aquifer may be another confined
aquifer or an unconfined aquifer. However, it assumed that the head in the source
unit is constant, there is no release of water from storage within the confining
unit, and flow in confining units is vertical (horizontal flow in confining units is
negligible). Thus, confining unit storativity is not simulated in MODFLOW
because most models do not need to simulate this condition. However, pumping
test models must simulate confining unit storativity so that very early time-
drawdown data can be accurately calculated (see Hantush, 1964).

Transient confining unit leakage can be simulated in MODFLOW using
several layers (usually less than 20) with assigned values of specific storage and
leakance to represent the confining unit (McDonald and Harbaugh, 1988). Hydro-
logically equivalent confining unit specific storage and leakance values are

1 × 106 1 × 105 1 × 104 1 × 103 1 × 102 1 × 101

1.5 × 106 1.5 × 105 1.5 × 104 1.5 × 103 1.5 × 102 1.5 × 101

2 × 106 2 × 105 2 × 104 2 × 103 2 × 103 2 × 101

2.5 × 106 2.5 × 105 2.5 × 104 2.5 × 103 2.5 × 102 2.5 × 101

3 × 106 3 × 105 3 × 104 3 × 103 3 × 102 3 × 101

4 × 106 4 × 105 4 × 104 4 × 103 4 × 102 4 × 101

5 × 106 5 × 105 5 × 104 5 × 103 5 × 102 5 × 101

6 × 106 6 × 105 6 × 104 6 × 103 6 × 102 6 × 101

8 × 106 8 × 105 8 × 104 8 × 103 8 × 102 8 × 101
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assigned to individual layers in proportion to model dimensions in the simulation
of transient confining unit leakage with layers. Very small transmissivities are
assigned to the layers so that the flow in the confining unit is essentially vertical.
The number of layers is determined by the method of successive approximations
wherein the results of simulations with a given number of layers are compared
with analytical solutions.

Use of one layer to simulate transient confining unit leakage results in the
vertical distribution of head in the confining unit being approximated with single
head value at the center of the confining unit. Addition of layers to represent the
confining unit adds detail to the approximation of head value at the center of the
confining unit. A source unit with a constant head (such as a surface water body)
is simulated by assigning a large (0.2 to 0.5) specific yield to each source unit
finite-difference grid node.

The TLK1 (Leake et al., 1994) package allows simulation of transient leakage
without the use of additional model layers to simulate a confining unit. A confining
unit must be bounded above and below by model layers in which head is calculated
or specified. For a confining unit that pinches out, transient equations are used
where the confining unit exists and VCONT terms are used where the confining
unit is absent. Specific storage is assumed to be constant. The VCONT terms for
layers surrounding a confining unit are set to 0.0 in the BCF package. When a
transient leakage parameter at a node is set to zero or less, TLK1 does not carry
out transient leakage calculations at that node. Instead, leakage is calculated using
the VCONT value for that node in the BCF package. TLK1 cannot simulate
transient leakage in a confining unit that is bounded on the top or bottom by an
impermeable boundary nor a situation where the water table is within the con-
fining unit. The wetting capability should not be used for any model layers that
connect to a confining unit that is being simulated with the TLK package.

SPATIAL PARAMETER DEFINITION

Some horizontal anisotropic conditions can be simulated by MODFLOW by
specifying appropriate anisotropy factors (TRPY) in the BCF package. TRPY is
a one-dimensional array containing an anisotropy factor for each layer in a model.
It is the ratio of transmissivity or hydraulic conductivity along a grid column to
transmissivity or hydraulic conductivity along a grid row. TRPY is set to 1.0 for
isotropic conditions. 

Conceptual model spatial parameter (heterogeneity) can be defined during
interactive or automatic parameter estimation MODFLOW pumping test model
calibration. In interactive calibration, the MODFLOW grid within the pumping
test domain can be subdivided into several zones with assigned uniform grid cell
parameter values based on available data. Alternatively, parameter values can be
assigned to scattered data points. Parameter values at each MODFLOW grid cell
can then be interpolated from scattered data point parameter values using the
Kriging method (see de Marsily, 1986) and stored in a MODFLOW input data
array file.
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Kriging (see Isaaks and Srivastava, 1989) is a statistical interpolation method
that calculates the best linear unbiased estimate for the parameter of interest. The
parameter is assumed to be a random function whose spatial correlation (structure)
is defined by a variogram that relates changes in parameter value with changes
in distance. Kriging provides an estimate of the interpolation error. A number of
Kriging software packages based on the geostatistical software library (GSLIB)
(Deutsch and Journel, 1997), including GEO-EAS and GEOPACK are available
at www.scisoftware.com.

MODFLOW is run with the zoned or Kriged input data array file and calcu-
lated drawdown values are compared with measured drawdown data. If the com-
parison is acceptable based on calibration statistics, the spatial parameter defini-
tion as described in the input data array file is deemed optimal. Otherwise, the
procedure is repeated with an adjusted number of zones or assigned parameter
values until an acceptable comparison of measured drawdown data and calculated
drawdown values is obtained. This procedure requires a great deal of experience
and can be quite laborious and slow. The nonuniqueness of the results can be high.

Alternatively, the procedure described above can be terminated after a few
exploratory iterations short of optimization but can be adequate enough to refine
conceptual model parameter value initial, lower, and upper range limits. Parameter
values can then be optimized automatically in two steps with PEST.

During the first step, PEST can run in either the parameter or regularization
mode and adjustable parameters must be stored internally within the MODFLOW
input data files. The MODFLOW grid within the pumping test domain can be
subdivided into several zones with estimated uniform grid cell parameter values
based on interactive calibration results. If PEST runs in the estimation mode, the
number of zones must not exceed the number of observations plus the number
of prior information statements. If PEST runs in the regularization mode, the
number of zones can exceed the number of observations plus the number of prior
information statements.

Differences between calculated and measured drawdowns are minimized
using a weighted sum of squared error objectives. MODFLOW is run repeatedly
while PEST automatically varies the zone adjustable parameter values in a sys-
tematic manner from one run to the next until the objective function is minimized.
Statistics are provided showing the precision of calculated parameter values.

During the second step, the regularization and pilot points capabilities of
PEST (Doherty, 2003) can be used to define small-scale spatial parameter value
variations especially important in contaminant transport studies. The PEST reg-
ularization capability makes a pumping test domain only as heterogeneous as it
needs to be to achieve an acceptable level of fit between MODFLOW calculated
drawdowns and corresponding measured drawdowns. The pumping test domain
need not be subdivided into a small number of zones of piecewise parameter
constancy. Instead, a large number of pilot points with adjustable or fixed param-
eter values are scattered liberally throughout the pumping test domain with
increased density in suspected heterogeneous areas, in the immediate vicinity of
boundaries, and in areas where there is greater density of measurement points.
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PEST is run in the regularization mode and adjustable parameters are stored
external to the MODFLOW input data files.

Parameter values are assigned by PEST to each pilot point during each
iteration, based in part on pilot point initial, lower, and upper parameter values
specified in the PEST Control file. The pilot point parameter values are spatially
interpolated to all MODFLOW grid cells within the pumping test domain using
Kriging and the PEST utilities PP2FAC and FAC2REAL and pilot point, grid
specification, structure, and MODFLOW-compatible integer array files. In assign-
ing parameter values to pilot points, PEST effectively assigns parameter values
to the entire MODFLOW grid. Hence, PEST is able to define heterogeneity by
itself through the assignment of pilot point parameter values during the optimi-
zation process.

In the spatial interpolation, the same geostatistical structure can be assigned
to all active MODFLOW cells or different geostatistical structures can be assigned
to particular zones within the pumping test domain. Different geostatistical zones
are identified in the MODFLOW Basic package boundary integer array. If appro-
priate, different subsets of pilot points can be used as a basis for spatial interpo-
lation within different mapped geological units. For each subset of pilot points,
a series of differences can be formed between the parameter values assigned to
these points in order to create a regularization scheme.

PPK2FAC generates a set of Kriging factors for use in spatial interpolation
from a set of pilot points to a MODFLOW finite-difference grid. Kriging factors
are based on user-supplied, nested variograms, each with a specified magnitude
and direction of anisotropy. Different variograms can be used for spatial interpo-
lation in different parts of the pumping test domain. PPK2FAC also writes a
MODFLOW-compatible real array depicting Kriging standard deviations over the
pumping test domain, as well as a regularization information file, which can be
used to introduce geostatistically based regularization constraints to calibration.
FAC2REAL generates a MODFLOW parameter input array file based on
PPK2FAC-generated Kriging factors. FAC2REAL writes a MODFLOW-compat-
ible real array file.

A pilot point file contains pilot point data. The first entry on each line of a
pilot point file is the pilot point identifier. The second and third entries on each
line contain the easting and northing coordinates of the pilot point. The fourth
entry on each line is an integer; this normally identifies the zone within a pumping
test domain in which spatial interpolation is affected by the value assigned to the
pilot point. The fifth entry on each line is the value assigned to the pilot point.
A grid specification file contains all of the information required to define the
finite-difference grid on a map using real-world coordinates. Information con-
tained in this file is used to determine the positions of pilot points with respect
to the grid and to superimpose MODFLOW outputs on other geographical data.
A structure file is read by PPK2FAC to ascertain the geostatistical characteristics
of the areas in which spatial interpolation is to be carried out. An integer array
file holds a MODFLOW-compatible integer array.
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Pilot points and regularization can be used in conjunction with stochastic
fields to explore the predictive uncertainty of a calibrated pumping test conceptual
model (Doherty, 2003). The stochastic field generator PEST utility program
FIELDGEN in conjunction with PEST’s regularization functionality can be used
to generate many different parameter fields, which also calibrate a pumping test
conceptual model. Predictions can be made using these parameter fields as a
means of exploring the uncertainty accompanying pumping test conceptual model
predictions.

Several commercial MODFLOW software packages supporting automatic
parameter calibration with the regularization and pilot point capabilities of PEST
are available at www.scisoftware.com.

STREAMBED-INDUCED INFILTRATION

Simulation of streambed-induced infiltration requires knowledge of the streambed
vertical hydraulic conductivity as well as aquifer parameters. Because the stre-
ambed thickness is rarely known with any degree of accuracy, the hydraulic
characteristic of the streambed is usually expressed as the ratio of the streambed
vertical hydraulic conductivity divided by the streambed thickness and called the
streambed leakance. Typical areal investigation streambed leakances known to
the author are presented in Table 5.1. Streambed hydraulic conductivity data,
which can be used to estimate representative upper and lower conceptual model
ranges, are presented by Calver (2001). Usually, streambed hydraulic conductiv-
ities based on areal investigations range from 0.028 to 283 ft/day; whereas,
streambed hydraulic conductivities based on point investigations range from
0.00028 to 2335 ft/day. Streambed thicknesses commonly range from a fraction
of a foot to several feet.

Streambed leakance can be estimated with point and areal investigations.
Shallow depth and small volume point streambed hydraulic conductivity inves-
tigations in stream channels are discussed by de Lima (1991); Duwelius (1996);

TABLE 5.1
Typical Streambed Leakance Values

Location Leakance (1/day) Water Temperature (°F)

Satsop River, Washington 30.7 51
Mad River, Ohio 3.1 39
Sandy Creek, Ohio 2.2 82
Mississippi River, Missouri 1.0 54
White River, Indiana 0.7 69
Miami River, Ohio 0.5 35
Mississippi River, Missouri 0.3 34
White River, Indiana 0.1 38
Mississippi River, Missouri 0.1 83
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Chen (2000); and Landon et al. (2001). Greater depth and larger volume pumping
test investigations of streambed hydraulic conductivity with the River package of
MODFLOW and nonlinear regression inverse methods are described by Yager
(1993) and Chen and Chen (2003).

The results of streambed-induced infiltration sensitivity analysis by Chen and
Chen (2003) indicate that:

• Sensitivities for streambed hydraulic conductivity are low when pump-
ing test times are < 0.1 day

• Sensitivities for streambed hydraulic conductivity and aquifer hydraulic
conductivity increase with pumping test time

• Sensitivities for aquifer anisotropy are high when pumping test times
are < 0.1 day

• Sensitivities for aquifer storativity are low when pumping test times
are > 0.01 day

• Sensitivities for aquifer specific yields increase with pumping test times
up to about 0.7 day when they decrease

• Sensitivities for aquifer hydraulic conductivity, anisotropy, and specific
yield decrease near the stream

• Sensitivities for streambed hydraulic conductivity increase with greater
pumping rates

In MODFLOW, a streambed is divided into reaches and assigned to grid cells.
Streambed-aquifer interconnection is represented as a conductance block through
which one-dimensional flow occurs. The conductance block has a width equal to
the streambed width, a length equal to the reach length (grid spacing), and a
thickness equal to the thickness of the streambed. It is assumed that there is no
significant head loss between the bottom of the streambed layer and the point
represented by the underlying grid cell node; the underlying grid cell remains
fully saturated; the streambed storativity is negligible; and when the head in the
aquifer drops below the streambed, induced streambed infiltration is no longer
proportional to the aquifer head but instead is dependent on the stream stage and
the streambed thickness. 

The rate of induced streambed infiltration to the aquifer Qriv for a unit length
of the reach is (McDonald and Harbaugh, 1988):

Qriv = Criv(hriv – haq) (5.27)

with

Criv = KrivWriv/Mriv (5.28)

where Criv is the streambed conductance, hriv is the head in the stream, haq is the
head in the aquifer at the grid node cell underlying the stream reach, Kriv is the
vertical hydraulic conductivity of the streambed, Wriv is the width of the stream
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channel in the grid cell, Mriv is the thickness of the streambed, and Kriv/Mriv is the
streambed leakance.

Streambed conductance is usually determined by assigning an initial concep-
tual model streambed conductance and then adjusting the initial streambed con-
ductance during interactive or automatic calibration within conceptual model
upper and lower streambed conductance limits. Data regarding the streambed is
specified in the MODFLOW River package input data file. One record for each
river reach and each stress period is required. The record consists of the layer
number, row number, and column number of the grid cell containing the stre-
ambed reach; the head in the stream at the grid cell; the streambed conductance
at the grid cell; and the elevation of the bottom of the streambed at the grid cell.
Thus, it is possible to vary the streambed conductance from one grid cell to
another and from one stress period to another. In addition, MODFLOW-96 sup-
ports an option that makes it possible to determine the rate of induced streambed
infiltration for each streambed reach.

MODFLOW grid design should take into consideration streambed reach
widths and lengths. Streambed grid cells should be interconnected regardless of
the configuration of streambed cells. Keep in mind that streambed-induced infil-
tration varies with the temperature of the surface water. A decline in the temper-
ature of the surface water of 1° F will decrease the streambed hydraulic conduc-
tivity about 1.5% (Rorabaugh, 1956, pp. 101–169) and vice versa. Thus, the
calculated streambed leakance must be assigned to a particular surface water
temperature. During periods of high streamflow, the streambed is scoured and
the streambed vertical hydraulic conductivity increases (see Nortz et al., 1994).
During periods of low streamflow, fine materials are deposited in the streambed
and the streambed leakance decreases (see Norris, 1983a, 1983b).

Streambed partial penetration can be simulated by dividing the aquifer thick-
ness into several layers and assigning streambed data only to the upper layers.
Partially penetrating wells can be simulated by assigning pumping rates to
appropriate layers. Be aware that the cone of depression may expand only
partway across the streambed if its streambed vertical hydraulic conductivity is
high or the streambed is wide. If the streambed vertical hydraulic conductivity
is low or the streambed is narrow, the cone of depression may expand across
and beyond the streambed.

When heads in the aquifer are lowered below the streambed and underlying
materials become unsaturated, aquifer heads calculated by MODFLOW are lower
than actual and streambed leakance calculated with MODFLOW is less than
actual because negative pressure heads in unsaturated materials are neglected (see
Peterson, 1989, pp. 899–927). During the short period when unsaturated condi-
tions prevail, aquifer head changes continue to affect the induced infiltration rate
even though heads are below the streambed. The induced streambed infiltration
rate continues to increase until further reduction in the moisture content in the
unsaturated zone beneath the streambed creates a condition in which unsaturated
materials are incapable of conveying water at the same rate as streamflow losses.
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Osman and Bruen (2002) and Fox (2003) present methods for incorporating
unsaturated flow into the MODFLOW River package.

DIMENSIONLESS TIME DRAWDOWN

Time-drawdown values calculated with MODFLOW can be converted to corre-
sponding dimensionless time-drawdown values for selected type curve trace argu-
ment values so that the single plot interactive type curve matching technique can
be applied to aquifer test data. Type curve trace values for uniform aquifer param-
eters and uncomplicated aquifer conditions can be calculated with MODFLOW
equally as well as with analytical mathematical models. In addition, type curve
trace values for nonuniform aquifer parameters or complicated aquifer conditions
can be calculated with MODFLOW as illustrated in Figure 5.1 to Figure 5.3.

Dimensionless time drawdown is defined as follows:

Dimensionless Drawdown = 4πTavs/Q (5.29)

Dimensionless Time = 4Tavt/(r2Sav) (5.30)

where Tav is the average aquifer transmissivity within the pumped well cone of
depression, s is the drawdown, Q is the pump discharge rate, t is the elapsed time,
r is the distance from the pumped well, and Sav is the average aquifer storativity
within the pumped well cone of depression.

FIGURE 5.1 Graph showing nonuniform transmissivity effects on pumping test type
curve values.
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Dimensionless time-drawdown values are associated with one of the follow-
ing type curve trace arguments depending upon aquifer conditions:

Confined nonleaky aquifer: 

α = rw
2 Sav/(rc

2 – rp
2 ) (5.31)

FIGURE 5.2 Graph showing nonuniform confining unit vertical hydraulic conductivity
effects on pumping test type curve values.

FIGURE 5.3 Graph showing nonuniform aquifer vertical hydraulic conductivity effects
on pumping test type curve values.
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Confined leaky aquifer:

τ = r/4[K′S′/(b′TSav)]0.5 (5.32)

Confined fissure and block aquifer:

rD = [r/(b′b/z)](K′b /Kf)0.5 (5.33)

Unconfined aquifer:

β = (r2Kv)/(b2Kh) (5.34)

where rw is the pumped well effective radius, Sav is average aquifer storativity
within the pumped well cone of depression, rc is the pumped well casing radius,
rp is the pump pipe radius, K′ is the confining unit or block vertical hydraulic
conductivity, S′ is the confining unit or block storativity, b′ is the confining unit
or block thickness, Kv is the aquifer vertical hydraulic conductivity, b is the aquifer
thickness, Kh is the aquifer horizontal hydraulic conductivity, b′b is the average
block thickness between fissure zones, K′b is the block vertical hydraulic conduc-
tivity, and Kf is the fissure horizontal hydraulic conductivity.

Dimensionless time-drawdown values calculated with MODFLOW can be
used with external paper graphs or graphics software to analyze pumping test data.
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6 Evaluation

An evaluation of the reliability and precision of calculated aquifer characteristic
values is an important part of aquifer test modeling. The reliability and precision
of pumping test results depend partly on the number, location, and penetration
of observation wells. Reliability and precision generally increase with the number
of observation wells up to about a dozen observation wells. Reliability and
precision are diminished if the observation wells are not located appropriately
with respect to aquifer hydrogeological characteristics such as trends in aquifer
parameter values, heterogeneities, discontinuities, and boundaries. Reliability and
precision are diminished if the observation well penetrations are not in tune with
aquifer stratification conditions.

Reliability and precision are diminished if early time drawdowns are not
measured or if the pumping test duration is not long enough to enable the complete
analysis of the effects of any boundary, confining unit leakage, or delayed drainage
at the water table.

Reliability and precision generally are increased by interactive calibration or
automatic parameter estimation. However, it must be realized that interactive
calibration programs and automatic parameter estimation programs, such as PEST,
can only optimize aquifer parameter values based on aquifer test modeler-spec-
ified conceptual and mathematical models and ranges of adjustable parameter
values. Optimizing programs cannot make judgments concerning the validity of
the conceptual and mathematical models or ranges of adjustable parameter values.
These judgments are reserved for the aquifer test modeler.

Aquifer test analysis results tend to be approximate and nonunique because
test facilities are usually limited, test conditions are usually not ideal, field mea-
surements are usually limited in accuracy and quantity (Stallman, 1971, p. 11),
aquifer test conceptual models and equations seldom completely simulate reality,
and observed time-drawdown or head values can be duplicated with more than
one combination of aquifer parameter values and boundary conditions.

Pumping test analysis result precision depends partly on the degree of aquifer
complexity. Calculated hydraulic conductivity values are often within 15% of
actual hydraulic conductivity values and calculated storativity and specific yield
values are often within 30% of actual storativity and specific yield values (see
Walton, 1996, p. 91).

Calculated aquifer horizontal hydraulic conductivity and confined storativities
values are mean (integrated) values for the aquifer test domain. The pumping test
domain height is the aquifer thickness and the pumping test domain radius can
be 1000 ft or more under confined nonleaky, leaky, or fissure and block aquifer
conditions. The pumping test domain height is the aquifer thickness and the
pumping test domain radius can be 500 ft or more under unconfined (water table)
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aquifer conditions. The slug test domain height is the aquifer thickness and the
slug test domain radius can be 20 ft or more.

Under unconfined conditions, calculated specific yield values are mean values
for the portion of the aquifer test domain between the initial water table and the
upper surface of the cone of depression where the drainage of pores occurs, not
the portion of the aquifer test domain below the upper surface of the cone of
depression where confined conditions exist. The drained aquifer test domain
height is the drawdown at any particular site that can be thin in large portions of
the cone of depression and consist largely of fine-grained materials such as silt
and clay. A drained aquifer test domain height cross section can be created with
an appropriate analytical mathematical model. Be aware that the validity of
calculated specific yield is controversial (Van der Kamp, 1985; Nwankwor et al.,
1984, 1992; Akindunni and Gillham, 1992; Narasimhan and Zhu, 1993; and
Moench et al., 2001).

Calculated aquifer vertical hydraulic conductivity and confined storativity
values with partially penetrating wells are mean (integrated) values for only the
portion of the aquifer test domain within which vertical components of flow occur.
That portion of the aquifer test domain can have a height equal to the aquifer
thickness and a radius of 100 ft or more.

Calculated aquifer parameter values for pumping and slug tests may differ
by an order of magnitude because of differences between pumping and slug test
domains. For this reason, if heterogeneity issues are of importance, it may be
wise to conduct both pumping and slug tests.

Under confined leaky conditions, calculated confining unit vertical hydraulic
conductivity and storativity values pertain to the portion of the confining unit
within the vertical extent of the cone of depression, not necessarily the entire
confining unit thickness. Usually, the cone of depression reaches the confining
unit top within a very short time. However, the cone of depression may not reach
the confining unit top during a pumping test if the confining unit is very thick
and the confining unit vertical hydraulic conductivity is very low. The vertical
extent of the cone of depression can be estimated with two-aquifer system with
drawdown in the unpumped aquifer equations derived by Neuman and Wither-
spoon (1972) and presented by Moench and Ogata (1984).

Pumping test analysis results obtained with numerical mathematical modeling
equations are not exact because of the approximations made in the numerical
model (MODFLOW). These include use of a discrete rather than continuous
spatial domain, use of a discrete rather than continuous time domain, and use of
an iterative solution with convergence tolerance.

Slug test analysis result precision is affected by the following factors: well
development, test design, and analysis procedures (Butler, 1998b). With proper
development, the simulated aquifer hydraulic conductivity value should be within
a factor of 2 of the actual aquifer hydraulic conductivity value. With improper
development, the calculated aquifer hydraulic conductivity value can be in error
by an order of magnitude or more. An inappropriate effective casing radius can
lead to an aquifer hydraulic conductivity value that is in error by a factor of three
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to four. The Hvorslev and Bouwer and Rice method of analysis can lead to errors
an order of magnitude or more. Three or more slug tests should be performed at
each well to enable the effectiveness of well development and the viability of
slug test theory to be evaluated at each well (Butler, 1998b, p. 27). The initial
displacement and the direction of flow should be varied in repeat tests.

Conventional pumping test results yield little information concerning local
changes in hydraulic conductivity (aquifer heterogeneity) because these changes
have a disproportionately small impact on time-drawdown data. This is acceptable
for water supply modeling, but not for mass transport modeling. In this case,
some insight about aquifer heterogeneity can be obtained from data for several
partially penetrating observation wells open at different depths and located close
to the pumped well. Slug test results for scattered partially penetrating slug wells
can provide additional heterogeneity information.
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7 Sample Data File Sets

Five sample data file sets are provided herein to assist the reader in becoming
familiar with WTAQ and MODFLOW-96 aquifer test modeling input  and output
data file contents with confined nonleaky and unconfined aquifer conditions.
Conceptual models consisting of abbreviated descriptions of aquifer test facilities,
aquifer test data, and aquifer parameter values are provided together with selected
sample data file sets.

SAMPLE DATA FILE SET 1

Sample Data File Set 1 illustrates WTAQ data file sets generated during the
calculation of pumping test type curve and time-drawdown values for a nonleaky
aquifer. The WTAQ input data file and results and plot file contents are displayed
after the conceptual model is briefly described.

The conceptual model pumping test facilities consist of a pumped well and one
observation well. The pumping well casing and screen are both 10 in. in diameter
(0.417 ft radius) and the observation well casing and screen are 4 in.  in diameter
(0.167 ft radius). The pumped well effective radius is 0.417 ft. The pump pipe
diameter is 4 in.  in diameter (0.167 ft radius). The pumped wellbore skin is assumed
to be negligble. The distance between the pumped and observation well is 810 ft.

The pumped and observation wells both fully penetrate a sand and gravel
aquifer that is 18 ft in thickness and occurs between the depths of 282 and 300
ft. The pumped well has wellbore storage. Shale underlies the aquifer and 282 ft
of clay with a very low hydraulic conductivity (can be considered an impermeable
unit for short periods of time) overlies the aquifer. The pumping rate is 220
gal/min (42,353 ft3/day) and the pumping period duration is 8 h (0.347 day).
Aquifer parameter values are transmissivity = 1318 ft2/day, horizontal hydraulic
conductivity = 73.22 ft/day, vertical hydraulic conductivity = 7.322 ft/day, and
storativity = 0.00002.

TYPE CURVE FORMAT DATA-INPUT FILE

Sample Data File Set 1

TYPE CURVE

CONFINED

1.800E+01 1.000E-01 0.0

0 0

1.0E09

1.000E+06 7 8

0 1.000E-08 200 0 8
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1 1

4.170E-01 0.000E+00 1.800E+01 2.098E+04 0.000E+00

1

1 0

8.100E+02 0.000E+00 1.800E+01 0.0 0.0

TYPE CURVE FORMAT RESULTS OUTPUT FILE

***************************************************************

*                                                             *

*               **** U.S. GEOLOGICAL SURVEY ****              *

*                                                             *

*                **** WTAQ: PROGRAM OUTPUT ****               *

*                                                             *

*          COMPUTER PROGRAM FOR CALCULATING DRAWDOWN          *

*                                                             *

*          IN A CONFINED OR WATER-TABLE AQUIFER WITH          *

*                                                             *

*             AXIAL-SYMMETRIC FLOW TO A FINITE- OR            *

*                                                             *

*              INFINITESIMAL-DIAMETER PUMPED WELL             *

*                                                             *

*                    VERSION 1.0, 10/01/99                    *

*                                                             *

***************************************************************

Sample Data File Set 1                                         
             

TYPE-CURVE FORMAT                CONFINED AQUIFER

         *** AQUIFER HYDRAULIC PROPERTIES ***

SATURATED THICKNESS (BB):        0.180D+02 (units of length)

RATIO OF VERTICAL TO HORIZONTAL

 HYDRAULIC CONDUCTIVITY (XKD):   0.100D+00 (dimensionless)

          *** PROGRAM SOLUTION VARIABLES  ***

 LARGEST VALUE        NUMBER OF      DRAWDOWN CALCULATIONS

OF TIME (TDLAST)   LOG CYCLES (NLC)   PER LOG CYCLE (NOX)

-----------------  ----------------  ---------------------

    0.100D+07             7                    8

    RERRNR      RERRSUM    NMAX   NTMS   NS

  ---------    ---------   ----   ----   --

  0.000D+00    0.100D-07    200      0    8
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 *** PUMPED-WELL CHARACTERISTICS AND CALCULATED DRAWDOWN ***

  WELL-DIAMETER TYPE (IPWD):  1 (finite diameter)

  SCREENED INTERVAL (IPWS):   1 (fully penetrating)

                SCREENED   INTERVAL   WELL BORE   WELL BORE

  WELL RADIUS     ZPD         ZPL      STORAGE      SKIN

  -----------   --------   --------   ---------   ---------

   0.42D+00     0.00D+00   0.18D+02    0.21D+05    0.00D+00

  BETAW = 0.537D-04

  DIMENSIONLESS TIME    DIMENSIONLESS DRAWDOWN

       (TDRDSQ)                  (HD)

  -------------------   ----------------------

      0.1000D+00              0.0000D+00

      0.1334D+00              0.0000D+00

                      .
                      .

      0.7499D+06              0.1374D+02

      0.1000D+07              0.1423D+02

** OBSERVATION-WELL CHARACTERISTICS AND CALCULATED DRAWDOWN **

          **** OBSERVATION WELL OR PIEZOMETER 1 ****

  FULLY PENETRATING OBSERVATION WELL

  DISTANCE FROM

    CENTER OF                             DELAYED RESPONSE

   PUMPED WELL        Z1          Z2           FACTOR

  -------------   ---------   ---------   ----------------

    0.810D+03     0.000D+00   0.180D+02       0.000D+00

  DRAWDOWN CALCULATED FOR BETA = 0.202D+03

   DIMENSIONLESS TIME   DIMENSIONLESS DRAWDOWN

        (TDRDSQ)                 (HD)

   ------------------   ----------------------

       0.1000D+00             0.0000D+00

       0.1334D+00             0.3087D-01

                      .
                      .

       0.7499D+06             0.1434D+02

       0.1000D+07             0.1462D+02
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TYPE CURVE FORMAT PLOT OUTPUT FILE

  TDRDSQ     HDT     TDYRDSQ     HDTY     HDPW      HDOB1

0.100E+00 0.248E-01 0.100E+00 0.248E-01 0.000E+00 0.000E+00

0.133E+00 0.587E-01 0.133E+00 0.587E-01 0.000E+00 0.309E-01

                               .
                               .

0.750E+06 0.143E+02 0.750E+06 0.143E+02 0.137E+02 0.143E+02

0.100E+07 0.146E+02 0.100E+07 0.146E+02 0.142E+02 0.146E+02

DIMENSIONAL FORMAT DATA-INPUT FILE

Sample Data File Set 1

DIMENSIONAL

CONFINED

1.800E+01 7.322E+01 7.322E+00 1.111E-06 0.0

0 0

1.0E09

1 1

0.0 0 0

0.0 1.000E-08 200 0 8

1 1

4.235E+04 4.170E-01 3.820E-01 0.000E+00 1.800E+01 0.000E+00

0 0

1

1 0

8.100E+02 0.000E+00 1.800E+01 0.0 0.0 0.0

22 1

2.100E-03 3.000E-01

3.500E-03 7.000E-01

       .

       .

2.640E-01 1.020E+01

3.473E-01 1.090E+01

DIMENSIONAL FORMAT RESULTS FILE

***************************************************************

*                                                             *

*               **** U.S. GEOLOGICAL SURVEY ****              *

*                                                             *

*                **** WTAQ: PROGRAM OUTPUT ****               *

*                                                             *

*          COMPUTER PROGRAM FOR CALCULATING DRAWDOWN          *

*                                                             *

*          IN A CONFINED OR WATER-TABLE AQUIFER WITH          *
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*                                                             *

*             AXIAL-SYMMETRIC FLOW TO A FINITE- OR            *

*                                                             *

*              INFINITESIMAL-DIAMETER PUMPED WELL             *

*                                                             *

*                    VERSION 1.0, 10/01/99                    *

*                                                             *

***************************************************************

Sample Data File Set 1                                         
             

DIMENSIONAL FORMAT       CONFINED AQUIFER

             *** AQUIFER HYDRAULIC PROPERTIES ***

SATURATED THICKNESS (BB): 0.180D+02 (units of length)

HORIZONTAL HYDRAULIC

 CONDUCTIVITY (HKR):      0.732D+02 (units of length per time)

VERTICAL HYDRAULIC

 CONDUCTIVITY (HKZ):      0.732D+01 (units of length per time)

RATIO OF VERTICAL TO HORIZONTAL

 HYDRAULIC CONDUCTIVITY (XKD): 0.100D+00 (dimensionless)

CALCULATED TRANSMISSIVITY:     0.132D+04 (units of length
                                          squared per time)

SPECIFIC STORAGE (SS):    0.111D-05 (units of inverse length)

CALCULATED STORATIVITY:   0.200D-04 (dimensionless)

              *** PROGRAM SOLUTION VARIABLES  ***

   USER-SPECIFIED TIMES; MEASURED DRAWDOWN DATA SPECIFIED

    RERRNR      RERRSUM    NMAX   NTMS   NS

  ---------    ---------   ----   ----   --

  0.000D+00    0.100D-07    200      0    8

 *** PUMPED-WELL CHARACTERISTICS AND CALCULATED DRAWDOWN ***

  WELL-DIAMETER TYPE (IPWD): 1 (finite diameter)

  SCREENED INTERVAL (IPWS):  1 (fully penetrating)

  PUMPING RATE OF WELL (QQ): 0.424D+05 (cubic length per time)

                SCREENED   INTERVAL   WELL BORE   WELL BORE

  WELL RADIUS      ZPD        ZPL      STORAGE       SKIN

  -----------   --------   --------   ---------   ---------

   0.42D+00     0.00D+00   0.18D+02   0.21D+05    0.00D+00

  BETAW =    0.537D-04
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** OBSERVATION-WELL CHARACTERISTICS AND CALCULATED DRAWDOWN **

        ****   OBSERVATION WELL OR PIEZOMETER  1  ****

   FULLY PENETRATING OBSERVATION WELL

  DISTANCE FROM

    CENTER OF                             DELAYED RESPONSE

   PUMPED WELL        Z1          Z2           FACTOR

  -------------   ---------   ---------   ----------------

    0.810D+03     0.000D+00   0.180D+02       0.000D+00

  DRAWDOWN CALCULATED FOR BETA = 0.202D+03

                                               RELATIVE

                  MEASURED      CALCULATED       ERROR

   TIME           DRAWDOWN       DRAWDOWN      (PERCENT)

  ----------     ----------     ----------     ----------

  0.2100D-02     0.3000D+00     0.2964D+00     0.1194D+01

  0.3500D-02     0.7000D+00     0.7947D+00    -0.1353D+02

                             .

                             .

  0.2640D+00     0.1020D+02     0.1047D+02    -0.2626D+01

  0.3473D+00     0.1090D+02     0.1116D+02    -0.2429D+01

DIMENSIONAL FORMAT PLOT OUTPUT FILE

      ****   OBSERVATION WELL OR PIEZOMETER  1  ****

     TIME          MEASDD         CALCDD         RELERR

  0.2100E-02     0.3000E+00     0.2964E+00     0.1194E+01

  0.3500E-02     0.7000E+00     0.7947E+00    -0.1353E+02

                             .

                             .

  0.1806E+00     0.9200E+01     0.9506E+01    -0.3322E+01

  0.2223E+00     0.9700E+01     0.1003E+02    -0.3420E+01

  0.2640E+00     0.1020E+02     0.1047E+02    -0.2626E+01

  0.3473E+00     0.1090E+02     0.1116E+02    -0.2429E+01

SAMPLE DATA FILE SET 2 

Sample Data File Set 2 illustrates WTAQ and PEST data sets generated during
automatic calibration of pumping test time-drawdown values for an unconfined
aquifer. The WTAQ input data file, results file, and plot file contents and PEST
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input files and output data files are displayed after the conceptual model is briefly
described.

Conceptual modeling pumping test facilities consist of a partially penetrating
pumped well and four partial penetrating observation piezometers in an unconfined
sand and gravel aquifer. The effective radius of the pumped well is 0.1 m. The
effective casing radius of the pumped well is 0.1 m. The pumped well screen
length is 5.0 m. The depth between the initial water table and the pumped well
screen base is 10.0 m. The depth between the initial water table and the pumped
well screen top is 5.0 m. The pumped wellbore skin is assumed to be negligible.
The pumped well has a finite diameter. The constant pumping rate is 2.0E-3 m3/sec.

The radial distances from the pumped well to the observation piezometers 1,
2, 3, and 4 are  3.16 m, 31.6 m, 3.16 m, and 31.6 m, respectively. The depths below
the initial water table to the centers of observation piezometers 1, 2, 3, and 4 are
7.5 m, 7.5 m, 1.0 m, and 1.0 m, respectively. The observation piezometer radii are
each 0.05 m. It is assumed that the effects of delayed drawdown response at the
observation piezometers have been effectively eliminated with hydraulic packers.

The aquifer is 10.0 m thick. The drainage at the water table is instantaneous
and the single drainage constant is 1.0E9 1/sec. Data for both the Type Curve
and the Dimensional formats is to be calculated. Optimized aquifer parameters
are horizontal hydraulic conductivity, vertical hydraulic conductivity, storativity,
and specific yield of the aquifer are 1.01E-4 m/sec, 5.14E-5 m/sec, 3.99E-4, and
0.2, respectively.

WTAQ INPUT DATA FILE

Sample Data File Set 2

DIMENSIONAL

WATER TABLE

1.000E+01  1.0079829E-04  5.2020815E-05  3.2263170E-05   
  2.0028355E-01

0 0

1.0E09

1 1

0.0 0 0

1.000E-10 0.0 0 30 8

0 1

2.000E-03 1.000E-01 1.000E-01 5.000E+00 1.000E+01 0.000E+00

14 1

9.300E+00 5.100E-01

2.000E+01 9.700E-01

        .

        .

9.280E+04 2.980E+00

2.000E+05 3.090E+00

4
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2 0

3.16 0.0 0.0 7.500E+00 0.0 0.0

14 1

9.300E+00 9.000E-02

2.000E+01 2.040E-01

        .

        .

9.280E+04 9.420E-01

2.000E+05 1.052E+00

2 0

31.6 0.0 0.0 7.500E+00 0.0 0.0

14 1

9.300E+00 0.000E+00

2.000E+01 5.000E-04

        .

        .

9.280E+04 9.830E-02

2.000E+05 1.722E-01

2 0

3.16 0.0 0.0 1.000E+00 0.0 0.0

14 1

9.300E+00 7.000E-03

2.000E+01 1.900E-02

        .

        .

9.280E+04 4.878E-01

2.000E+05 6.126E-01

2 0

31.6 0.0 0.0 1.000E+00 0.0 0.0

14 1

9.300E+00 0.000E+00

2.000E+01 1.000E-04

4.310E+01 5.000E-04

        .

        .

9.280E+04 8.400E-02

2.000E+05 1.620E-01

WTAQ REDIRECT FILE

c:\sample2\wtaqred.txt

c:\sample2\wtaqres.txt

c:\sample2\wtaqplot.txt
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WTAQ RESULTS OUTPUT FILE

***************************************************************

*               **** U.S. GEOLOGICAL SURVEY ****              *

*                                                             *

*                **** WTAQ: PROGRAM OUTPUT ****               *

*                                                             *

*          COMPUTER PROGRAM FOR CALCULATING DRAWDOWN          *

*                                                             *

*          IN A CONFINED OR WATER-TABLE AQUIFER WITH          *

*                                                             *

*             AXIAL-SYMMETRIC FLOW TO A FINITE- OR            *

*                                                             *

*              INFINITESIMAL-DIAMETER PUMPED WELL             *

*                                                             *

*                    VERSION 1.0, 10/01/99                    *

***************************************************************

Sample Data File Set 2                               

DIMENSIONAL FORMAT        WATER-TABLE AQUIFER

              *** AQUIFER HYDRAULIC PROPERTIES ***

SATURATED THICKNESS (BB): 0.100D+02 (units of length)

HORIZONTAL HYDRAULIC

 CONDUCTIVITY (HKR):      0.101D-03 (units of length per time)

VERTICAL HYDRAULIC

 CONDUCTIVITY (HKZ):      0.520D-04 (units of length per time)

RATIO OF VERTICAL TO HORIZONTAL

 HYDRAULIC CONDUCTIVITY (XKD): 0.516D+00 (dimensionless)

CALCULATED TRANSMISSIVITY:     0.101D-02 (units of length
                                          squared per time)

SPECIFIC STORAGE (SS):   0.323D-04 (units of inverse length)

SPECIFIC YIELD (SY):     0.200D+00 (dimensionless)

CALCULATED STORATIVITY:  0.323D-03 (dimensionless)

RATIO OF STORATIVITY TO

 SPECIFIC YIELD (SIGMA): 0.161D-02 (dimensionless)

DRAINAGE AT WATER TABLE (IDRA): 0 (instantaneous)

           *** PROGRAM SOLUTION VARIABLES  ***

USER-SPECIFIED TIMES; MEASURED DRAWDOWN DATA SPECIFIED

    RERRNR      RERRSUM    NMAX   NTMS   NS

  ---------    ---------   ----   ----   --

  0.100D-09    0.000D+00      0     30    8
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  *** PUMPED-WELL CHARACTERISTICS AND CALCULATED DRAWDOWN ***

WELL-DIAMETER TYPE (IPWD):  1 (finite diameter)

SCREENED INTERVAL (IPWS):   0 (partially penetrating)

PUMPING RATE OF WELL (QQ):  0.200D-02 (cubic length per time)

                SCREENED   INTERVAL   WELL BORE   WELL BORE

  WELL RADIUS      ZPD        ZPL      STORAGE       SKIN

  -----------   --------   --------   ---------   ---------

    0.10D+00    0.50D+01   0.10D+02    0.31D+04    0.00D+00

BETAW =    0.516D-04

                                               RELATIVE

                  MEASURED      CALCULATED       ERROR

   TIME           DRAWDOWN       DRAWDOWN      (PERCENT)

  ----------     ----------     ----------     ----------

  0.9300D+01    0.5100D+00     0.5188D+00     -0.1727D+01

  0.2000D+02    0.9700D+00     0.9857D+00     -0.1614D+01

                            .

                            .

  0.9280D+05     0.2980D+01     0.2979D+01     0.2535D-01

  0.2000D+06     0.3090D+01     0.3090D+01    -0.1557D-01

** OBSERVATION-WELL CHARACTERISTICS AND CALCULATED DRAWDOWN **

         ****   OBSERVATION WELL OR PIEZOMETER  1  ****

  OBSERVATION PIEZOMETER

   DISTANCE FROM

     CENTER OF                 DELAYED RESPONSE

    PUMPED WELL       ZP            FACTOR

   -------------   ---------   ----------------

     0.316D+01     0.750D+01       0.000D+00

  DRAWDOWN CALCULATED FOR BETA = 0.515D-01

                                               RELATIVE

                  MEASURED      CALCULATED       ERROR

   TIME           DRAWDOWN       DRAWDOWN      (PERCENT)

  ----------     ----------     ----------     ----------

  0.9300D+01     0.9000D-01     0.7653D-01     0.1497D+02

  0.2000D+02     0.2040D+00     0.1884D+00     0.7649D+01

                             .

                             .
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  0.9280D+05      0.9420D+00     0.9462D+00    -0.4448D+00

  0.2000D+06      0.1052D+01     0.1057D+01    -0.4368D+00

      ****   OBSERVATION WELL OR PIEZOMETER  2  ****

   OBSERVATION PIEZOMETER

   DISTANCE FROM

     CENTER OF                 DELAYED RESPONSE

    PUMPED WELL        ZP           FACTOR

   -------------   ---------   ----------------

     0.316D+02     0.750D+01       0.000D+00

 DRAWDOWN CALCULATED FOR BETA = 0.515D+01

                                               RELATIVE

                  MEASURED      CALCULATED       ERROR

   TIME           DRAWDOWN       DRAWDOWN      (PERCENT)

  ----------     ----------     ----------     ----------

  0.9300D+01     0.0000D+00     0.0000D+00        ****

  0.2000D+02     0.5000D-03     0.0000D+00     0.1000D+03

                             .

                             .

  0.9280D+05     0.9830D-01     0.9849D-01    -0.1934D+00

  0.2000D+06     0.1722D+00     0.1740D+00    -0.1060D+01

      ****   OBSERVATION WELL OR PIEZOMETER  3  ****

   OBSERVATION PIEZOMETER

   DISTANCE FROM

     CENTER OF                 DELAYED RESPONSE

    PUMPED WELL        ZP           FACTOR

   -------------   ---------   ----------------

     0.316D+01     0.100D+01       0.000D+00

   DRAWDOWN CALCULATED FOR BETA = 0.515D-01

                                               RELATIVE

                  MEASURED      CALCULATED       ERROR

   TIME           DRAWDOWN       DRAWDOWN      (PERCENT)

  ----------     ----------     ----------     ----------

  0.9300D+01     0.7000D-02     0.4515D-02     0.3550D+02

  0.2000D+02     0.1900D-01     0.1503D-01     0.2089D+02

                             .

                             .
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  0.9280D+05     0.4878D+00     0.4892D+00    -0.2799D+00

  0.2000D+06     0.6126D+00     0.6129D+00    -0.4483D-01

         ****   OBSERVATION WELL OR PIEZOMETER  4  ****

   OBSERVATION PIEZOMETER

   DISTANCE FROM

     CENTER OF                 DELAYED RESPONSE

    PUMPED WELL        ZP           FACTOR

   -------------   ---------   ----------------

     0.316D+02     0.100D+01       0.000D+00

  DRAWDOWN CALCULATED FOR BETA = 0.515D+01

                                               RELATIVE

                  MEASURED      CALCULATED       ERROR

   TIME           DRAWDOWN       DRAWDOWN      (PERCENT)

  ----------     ----------     ----------     ----------

  0.9300D+01     0.0000D+00     0.0000D+00        ****

  0.2000D+02     0.1000D-03     0.0000D+00     0.1000D+03

                             .

                             .

  0.9280D+05     0.8400D-01     0.8517D-01    -0.1394D+01

  0.2000D+06     0.1620D+00     0.1650D+00    -0.1876D+01

WTAQ PLOT OUTPUT FILE

                   ****   PUMPED WELL   ****

     TIME          MEASDD         CALCDD         RELERR

  0.9300E+01     0.5100E+00     0.5188E+00    -0.1727E+01

  0.2000E+02     0.9700E+00     0.9857E+00    -0.1614E+01

                             .

                             .

  0.9280E+05     0.2980E+01     0.2979E+01     0.2535E-01

  0.2000E+06     0.3090E+01     0.3090E+01    -0.1557E-01

        ****   OBSERVATION WELL OR PIEZOMETER  1  ****

     TIME          MEASDD         CALCDD         RELERR

  0.9300E+01     0.9000E-01     0.7653E-01     0.1497E+02

  0.2000E+02     0.2040E+00     0.1884E+00     0.7649E+01

                             .

                             .

  0.9280E+05     0.9420E+00     0.9462E+00    -0.4448E+00

  0.2000E+06     0.1052E+01     0.1057E+01    -0.4368E+00
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        ****   OBSERVATION WELL OR PIEZOMETER  2  ****

     TIME          MEASDD         CALCDD         RELERR

  0.9300E+01     0.0000E+00     0.0000E+00        ****

  0.2000E+02     0.5000E-03     0.0000E+00     0.1000E+03

                             .

                             .

  0.9280E+05     0.9830E-01     0.9849E-01    -0.1934E+00

  0.2000E+06     0.1722E+00     0.1740E+00    -0.1060E+01

        ****   OBSERVATION WELL OR PIEZOMETER  3  ****

     TIME          MEASDD         CALCDD         RELERR

  0.9300E+01     0.7000E-02     0.4515E-02     0.3550E+02

  0.2000E+02     0.1900E-01     0.1503E-01     0.2089E+02

                             .

                             .

  0.9280E+05     0.4878E+00     0.4892E+00    -0.2799E+00

  0.2000E+06     0.6126E+00     0.6129E+00    -0.4483E-01

        ****   OBSERVATION WELL OR PIEZOMETER  4  ****

     TIME          MEASDD         CALCDD         RELERR

  0.9300E+01     0.0000E+00     0.0000E+00        ****

  0.2000E+02     0.1000E-03     0.0000E+00     0.1000E+03

                             .

                             .

  0.9280E+05     0.8400E-01     0.8517E-01    -0.1394E+01

  0.2000E+06     0.1620E+00     0.1650E+00    -0.1876E+01

PEST TEMPLATE FILE

ptf #

Sample Data File 2

DIMENSIONAL

WATER TABLE

1.000E+01 #hhc1     # #vhc1     # #sto1     # #Spy1     # 

0 0

1.0E09

1 1

0.0 0 0

1.000E-10 0.0 0 30 8

0 1

2.000E-03 1.000E-01 1.000E-01 5.000E+00 1.000E+01 0.000E+00

14 1
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9.300E+00 5.100E-01

2.000E+01 9.700E-01

         .

         .

9.280E+04 2.980E+00

2.000E+05 3.090E+00

4

2 0

3.16 0.0 0.0 7.500E+00 0.0 0.0

14 1

9.300E+00 9.000E-02

2.000E+01 2.040E-01

         .

         .

9.280E+04 9.420E-01

2.000E+05 1.052E+00

2 0

31.6 0.0 0.0 7.500E+00 0.0 0.0

14 1

9.300E+00 0.000E+00

2.000E+01 5.000E-04

         .

         .

9.280E+04 9.830E-02

2.000E+05 1.722E-01

2 0

3.16 0.0 0.0 1.000E+00 0.0 0.0

14 1

9.300E+00 7.000E-03

2.000E+01 1.900E-02

         .

         .

9.280E+04 4.878E-01

2.000E+05 6.126E-01

2 0

31.6 0.0 0.0 1.000E+00 0.0 0.0

14 1

9.300E+00 0.000E+00

2.000E+01 1.000E-04

         .

         .

9.280E+04 8.400E-02

2.000E+05 1.620E-01

42920_book.fm  Page 168  Tuesday, September 12, 2006  1:51 PM



Sample Data File Sets 169

PEST INSTRUCTION FILE

pif @

l6 w w w !pwc1!

l1 w w w !pwc2!

l1 w w w !pwc3!

       .

       .

l1 w w w !pwc13!

l1 w w w !pwc14!

l6 w w w !owc11!

l1 w w w !owc12!

       .

       .

l1 w w w !owc113!

l1 w w w !owc114!

l6 w w w !owc21!

l1 w w w !owc22!

       .

       .

l1 w w w !owc213!

l1 w w w !owc214!

l6 w w w !owc31!

l1 w w w !owc32!

       .

       .

l1 w w w !owc313!

l1 w w w !owc314!

l6 w w w !owc41!

l1 w w w !owc42!

       .

       .

l1 w w w !owc413!

l1 w w w !owc414!

PEST CONTROL FILE

pcf

* control data

restart estimation

4 70 3 0 5

1 1 single point 1 0 0

5.0 2.0 0.3 0.01 10

5.0 5.0 0.001

0.1
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30 0.01 4 4 0.01 3

1 1 1

* parameter groups

pgn1 relative 0.01 0.0 switch 1.0 parabolic

pgn2 relative 0.01 0.0 switch 1.0 parabolic

pgn3 relative 0.01 0.0 switch 1.0 parabolic

* parameter data

hhc1 log factor 1.0E-4 5.0E-5 1.5E-4 pgn1 1 0 1

vhc1 log factor 5.0E-5 1.0E-5 1.0E-4 pgn1 1 0 1

sto1 log factor 2.0E-5 1.0E-5 4.0E-5 pgn2 1 0 1

spy1 log factor 0.2 0.1 0.3 pgn3 1 0 1

* observation groups

ogn1

ogn2

ogn3

ogn4

ogn5

* observation data

pwc1 0.51 1.0 ogn1

pwc2 0.97 1.0 ogn1

         .

         .

pwc13 2.98 1.0 ogn1

pwc14 3.09 1.0 ogn1

owc11 0.09 1.0 ogn2

owc12 0.204 1.0 ogn2

         .

         .

owc113 0.942 1.0 ogn2

owc114 1.052 1.0 ogn2

owc21 0.0000 1.0 ogn3

owc22 0.0005 1.0 ogn3

         .

         .

owc213 0.0983 1.0 ogn3

owc214 0.172 1.0 ogn3

owc31 0.007 1.0 ogn4

owc32 0.019 1.0 ogn4

         .

         .

owc313 0.487 1.0 ogn4

owc314 0.612 1.0 ogn4

owc41 0.0000 1.0 ogn5

owc42 0.0001 1.0 ogn5

         .

         .
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owc413 0.084 1.0 ogn5

owc414 0.162 1.0 ogn5

* model command line

c:\wtaq\wtaq.exe < c:\sample2\wtaqred.txt

* model input/output

c:\pest\temp.txt c:\wtaq\samp2inp.txt

c:\pest\ins.txt c:\wtaq\samp2plot.txt

PEST PARAMETER OUTPUT FILE

single point

  hhc1    1.0095641E-04      1.000000         0.000000

  vhc1    5.1409653E-05      1.000000         0.000000

  sto1    3.9813856E-05      1.000000         0.000000

  spy1    0.1982720          1.000000         0.000000

PEST RECORD OUTPUT FILE

          PEST RUN RECORD: CASE SAMPLE DATA FILE SET 2

PEST run mode:-

   Parameter estimation mode

Case dimensions:-

   Number of parameters                 :    4

   Number of adjustable parameters      :    4

   Number of parameter groups           :    3

   Number of observations               :   70

   Number of prior estimates            :    0

Model command line(s):-

   c:\wtaq\wtaq.exe < c:\wtaq\sample2red.txt

Jacobian command line:-

   na

Model interface files:-

   Templates:

      c:\pest\samp2temp.txt

   for model input files:

      c:\wtaq\samp2inp.txt

   (Parameter values written using single precision protocol.)

   (Decimal point always included.)
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   Instruction files:

      c:\pest\samp2ins.txt

   for reading model output files:

      c:\pest\samp2out.txt

PEST-to-model message file:-

   na

Derivatives calculation:-

Param  Increment  Increment   Increment  Forward    Multiplier  Method
group     type       low        bound   or central  (central)  (central)
------------------------------------------------------------------------
pgn1   relative   1.0000E-02    none      switch      1.000    parabolic
pgn2   relative   1.0000E-02    none      switch      1.000    parabolic
pgn3   relative   1.0000E-02    none      switch      1.000    parabolic

Parameter definitions:-

Name     Trans-      Change      Initial        Lower          Upper
        formation    limit       value          bound          bound
hhc1       log       factor   1.000000E-04   5.000000E-05   1.500000E-04
vhc1       log       factor   5.000000E-05   1.000000E-05   1.000000E-04
sto1       log       factor   2.000000E-05   1.000000E-05   4.000000E-05
spy1       log       factor   0.200000       0.100000       0.300000    

Name        Group        Scale       Offset       Model command number
hhc1        pgn1        1.00000      0.00000                1
vhc1        pgn1        1.00000      0.00000                1
sto1        pgn2        1.00000      0.00000                1
spy1        pgn3        1.00000      0.00000                1

Prior information:-

   No prior information supplied

Observations:-

Observation name    Observation       Weight      Group

 pwc1               0.510000          1.000       ogn1        

 pwc2               0.970000          1.000       ogn1        

                                .

                                .

 pwc13               2.98000          1.000       ogn1        

 pwc14               3.09000          1.000       ogn1        

 owc11               9.000000E-02     1.000       ogn2        

 owc12               0.204000         1.000       ogn2        

                                .

                                .

 owc113              0.942000         1.000       ogn2        

 owc114              1.05200          1.000       ogn2        
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 owc21               0.00000          1.000       ogn3        

 owc22               5.000000E-04     1.000       ogn3        

                                .

                                .

 owc213              9.830000E-02     1.000       ogn3        

 owc214              0.172000         1.000       ogn3        

 owc31               7.000000E-03     1.000       ogn4        

 owc32               1.900000E-02     1.000       ogn4 

                                .

                                .

 owc313              0.487000         1.000       ogn4        

 owc314              0.612000         1.000       ogn4        

 owc41               0.00000          1.000       ogn5        

 owc42               1.000000E-04     1.000       ogn5        

                                .

                                .

 owc413              8.400000E-02     1.000       ogn5        

 owc414              0.162000         1.000       ogn5        

Control settings:-

 Initial lambda                                   :  5.0000

 Lambda adjustment factor                         :  2.0000

 Sufficient new/old phi ratio per optimisation

   iteration                                      : 0.30000

 Limiting relative phi reduction between lambdas  : 1.00000E-02

 Maximum trial lambdas per iteration              :  10

 Maximum  factor  parameter change (factor-
   limited changes)                               :  5.0000

 Maximum relative parameter change (relative-
   limited changes)                               :   na

 Fraction of initial parameter values used in computing

   change limit for near-zero parameters          : 1.00000E-03

 Relative phi reduction below which to begin use of

   central derivatives                            : 0.10000 

 Relative phi reduction indicating convergence    : 0.10000E-01

 Number of phi values required within this range  :   4

 Maximum number of consecutive failures

   to lower phi                                   :   4

 Minimal relative parameter change indicating

   convergence                                    : 0.10000E-01
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 Number of consecutive iterations with minimal

   param change                                   :   3

 Maximum number of optimisation iterations        :  30

                            OPTIMISATION RECORD

INITIAL CONDITIONS: 

Sum of squared weighted residuals (ie phi)        = 2.16294E-02

Contribution to phi from observation group "ogn1" = 1.86005E-02

Contribution to phi from observation group "ogn2" = 2.94933E-03

Contribution to phi from observation group "ogn3" = 1.06870E-05

Contribution to phi from observation group "ogn4" = 5.15230E-05

Contribution to phi from observation group "ogn5" = 1.73952E-05

      Current parameter values

      hhc1            1.000000E-04

      vhc1            5.000000E-05

      sto1            2.000000E-05

      spy1            0.200000    

OPTIMISATION ITERATION NO.        :    1

   Model calls so far             :    1

Starting phi for this iteration                   : 2.16294E-02

Contribution to phi from observation group "ogn1" : 1.86005E-02

Contribution to phi from observation group "ogn2" : 2.94933E-03

Contribution to phi from observation group "ogn3" : 1.06870E-05

Contribution to phi from observation group "ogn4" : 5.15230E-05

Contribution to phi from observation group "ogn5" : 1.73952E-05

       Lambda =  5.0000     ----->

          Phi =  7.91036E-03  (  0.366 of starting phi)

       Lambda =  2.5000     ----->

          Phi =  7.67146E-03  (  0.355 of starting phi)

       Lambda =  1.2500     ----->

          Phi =  7.29862E-03  (  0.337 of starting phi)

       Lambda =  0.62500     ----->

          Phi =  6.83076E-03  (  0.316 of starting phi)

       Lambda =  0.31250     ----->

          Phi =  6.46900E-03  (  0.299 of starting phi)

   No more lambdas: phi is less than 0.3000 of starting phi

   Lowest phi this iteration:  6.46900E-03
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  Current parameter values          Previous parameter values

     hhc1    1.011633E-04             hhc1    1.000000E-04

     vhc1    5.120363E-05             vhc1    5.000000E-05

     sto1    2.551447E-05             sto1    2.000000E-05

     spy1    0.195926                 spy1    0.200000

  Maximum   factor change:  1.276     ["sto1"]

  Maximum relative change: 0.2757     ["sto1"]

OPTIMISATION ITERATION NO.      :    2

 Model calls so far             :   10

 Starting phi for this iteration:  6.46900E-03

 Contribution to phi from observation group "ogn1": 5.84529E-03

 Contribution to phi from observation group "ogn2": 4.83752E-04

 Contribution to phi from observation group "ogn3": 2.77649E-05

 Contribution to phi from observation group "ogn4": 6.93569E-05

 Contribution to phi from observation group "ogn5": 4.28386E-05

       Lambda =  0.15625     ----->

          Phi =  4.67748E-03  (  0.723 of starting phi)

       Lambda =  7.81250E-02 ----->

          Phi =  4.68367E-03  (  0.724 of starting phi)

       Lambda =  0.31250     ----->

          Phi =  4.71113E-03  (  0.728 of starting phi)

   No more lambdas: phi rising

   Lowest phi this iteration:  4.67748E-03

  Current parameter values          Previous parameter values

    hhc1   1.008327E-04               hhc1    1.011633E-04

    vhc1   5.165646E-05               vhc1    5.120363E-05

    sto1   3.359825E-05               sto1    2.551447E-05

    spy1   0.200313                   spy1    0.195926    

   Maximum factor change  : 1.317      ["sto1"]

   Maximum relative change: 0.3168     ["sto1"]

                               .

                               .

OPTIMISATION ITERATION NO.      :   10

 Model calls so far             :   88

 Starting phi for this iteration: 4.34126E-03

 Contribution to phi from observation group "ogn1": 2.55405E-03

 Contribution to phi from observation group "ogn2": 1.58894E-03

 Contribution to phi from observation group "ogn3": 2.19018E-05

 Contribution to phi from observation group "ogn4": 1.59118E-04

 Contribution to phi from observation group "ogn5": 1.72531E-05
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   All frozen parameters freed

       Lambda =  3.90625E-02 ----->

          Phi =  6.06156E-03  (  1.396 times starting phi)

       Lambda =  1.95313E-02 ----->

          Phi =  6.06208E-03  (  1.396 times starting phi)

       Lambda =  7.81250E-02 ----->

          Phi =  6.06325E-03  (  1.397 times starting phi)

   No more lambdas: phi rising

   Lowest phi this iteration:  6.06156E-03

  Current parameter values          Previous parameter values

    hhc1   1.006178E-04               hhc1    1.009451E-04

    vhc1   5.248568E-05               vhc1    5.131455E-05

    sto1   2.695515E-05               sto1    4.000000E-05

    spy1   0.202028                   spy1    0.199318    

   Maximum factor change:    1.484     ["sto1"]

   Maximum relative change:  0.3261    ["sto1"]

OPTIMISATION ITERATION NO.      :  11

 Model calls so far             :  99

 Starting phi for this iteration:  6.06156E-03

 Contribution to phi from observation group "ogn1": 5.66350E-03

 Contribution to phi from observation group "ogn2": 2.93847E-04

 Contribution to phi from observation group "ogn3": 1.28877E-05

 Contribution to phi from observation group "ogn4": 8.18316E-05

 Contribution to phi from observation group "ogn5": 9.49053E-06

       Lambda =  3.90625E-02 ----->

          Phi =  4.87679E-03  (  0.805 of starting phi)

       Lambda =  1.95313E-02 ----->

          Phi =  4.87938E-03  (  0.805 of starting phi)

       Lambda =  7.81250E-02 ----->

          Phi =  4.88598E-03  (  0.806 of starting phi)

  No more lambdas: phi rising

  Lowest phi this iteration:  4.87679E-03
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  Current parameter values          Previous parameter values

    hhc1   1.007928E-04               hhc1    1.006178E-04

    vhc1   5.202901E-05               vhc1    5.248568E-05

    sto1   3.228312E-05               sto1    2.695515E-05

    spy1   0.200343                   spy1    0.202028    

   Maximum factor change:   1.198     ["sto1"]

   Maximum relative change: 0.1977    ["sto1"]

 Optimisation complete:  4 optimisation iterations have elapsed
                         since lowest phi was achieved.

   Total model calls  :  110

                       OPTIMISATION RESULTS

Parameters ----->

Parameter      Estimated       95% percent confidence limits

               value           lower limit       upper limit

 hhc1         1.009564E-04     1.005857E-04      1.013285E-04

 vhc1         5.140965E-05     5.020239E-05      5.264595E-05

 sto1         3.981386E-05     3.474760E-05      4.561877E-05

 spy1         0.198272         0.190934          0.205892    

Note: confidence limits provide only an indication of parameter

uncertainty. They rely on a linearity assumption which  may not

extend as far in parameter space as the confidence limits

themselves - see PEST manual.

See file C:\PEST\DATA\ATXE18F.SEN for parameter sensitivities.

Observations ----->

Observation   Measured       Calculated     Residual      Weight  Group
                value           value
 pwc1         0.510000       0.517200      -7.200000E-03   1.000   ogn1
 pwc2         0.970000       0.981100      -1.110000E-02   1.000   ogn1
                                     .
                                     .
 pwc13        2.98000        2.97800        2.000000E-03   1.000   ogn1
 pwc14        3.09000        3.08900        1.000000E-03   1.000   ogn1
 owc11        9.000000E-02   7.004000E-02   1.996000E-02   1.000   ogn2
 owc12        0.204000       0.178200       2.580000E-02   1.000   ogn2
                                     .
                                     .
 owc113       0.942000       0.948000      -6.000000E-03   1.000   ogn2
 owc114       1.05200        1.05800       -6.000000E-03   1.000   ogn2
 owc21        0.00000        0.00000        0.00000        1.000   ogn3
 owc22        5.000000E-04   0.00000        5.000000E-04   1.000   ogn3
                                     .
                                     .
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 owc213       9.830000E-02   9.945000E-02  -1.150000E-03   1.000   ogn3
 owc214       0.172000       0.175200      -3.200000E-03   1.000   ogn3
 owc31        7.000000E-03   3.630000E-03   3.370000E-03   1.000   ogn4
 owc32        1.900000E-02   1.329000E-02   5.710000E-03   1.000   ogn4
                                     .
                                     .
 owc313       0.487000       0.488400      -1.400000E-03   1.000   ogn4
 owc314       0.612000       0.611900       1.000000E-04   1.000   ogn4
 owc41        0.00000        0.00000        0.00000        1.000   ogn5
 owc42        1.000000E-04   0.00000        1.000000E-04   1.000   ogn5
 owc43        5.000000E-04   0.00000        5.000000E-04   1.000   ogn5
                                     .
                                     .
 owc413       8.400000E-02   8.603000E-02  -2.030000E-03   1.000   ogn5
 owc414       0.162000       0.166100      -4.100000E-03   1.000   ogn5

See file C:\PEST\DATA\ATXE18F.RES for more details of residuals
 in graph-ready format.

See file C:\PEST\DATA\ATXE18F.SEO for composite observation
sensitivities.

Objective function ----->

Sum of squared weighted residuals (ie phi)        =  4.2891E-03

Contribution to phi from observation group "ogn1" =  2.5231E-03

Contribution to phi from observation group "ogn2" =  1.5639E-03

Contribution to phi from observation group "ogn3" =  2.6051E-05

Contribution to phi from observation group "ogn4" =  1.5296E-04

Contribution to phi from observation group "ogn5" =  2.3094E-05

Correlation Coefficient ----->

  Correlation coefficient                         =   1.000    

Analysis of residuals ----->

 All residuals:-

  Number of residuals with non-zero weight        = 70

  Mean value of non-zero weighted residuals       =  5.0344E-04

  Maximum weighted residual [observation "owc12"] =  2.5800E-02

  Minimum weighted residual [observation "pwc4"]  = -3.3000E-02

  Standard variance of weighted residuals         =  6.4986E-05

  Standard error of weighted residuals            =  8.0614E-03

Note: the above variance was obtained by dividing the objective
function by the number of system degrees of freedom (ie. number
of observations with non-zero weight plus number of prior
information articles with non-zero weight minus the number of
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adjustable parameters.) If the degrees of freedom is negative the
divisor becomes the number of observations with non-zero weight
plus the number of prior information items with non-zero weight.

 Residuals for observation group "ogn1":-

  Number of residuals with non-zero weight        = 14

  Mean value of non-zero weighted residuals       = -2.7357E-03

  Maximum weighted residual [observation "pwc9"]  =  1.3000E-02

  Minimum weighted residual [observation "pwc4"]  = -3.3000E-02

  "Variance" of weighted residuals                =  1.8022E-04

  "Standard error" of weighted residuals          =  1.3425E-02

Note : the above "variance" was obtained by dividing the sum of 
squared residuals by the number of items with non-zero weight.

 Residuals for observation group "ogn2":-

  Number of residuals with non-zero weight        = 14

  Mean value of non-zero weighted residuals       =  2.6757E-03

  Maximum weighted residual [observation "owc12"] =  2.5800E-02

  Minimum weighted residual [observation "owc113"]= -6.0000E-03

  "Variance" of weighted residuals                =  1.1171E-04

  "Standard error" of weighted residuals          =  1.0569E-02

Note: the above "variance" was obtained by dividing the sum of 
squared residuals by the number of items with non-zero weight.

 Residuals for observation group "ogn3":-

  Number of residuals with non-zero weight        = 14

  Mean value of non-zero weighted residuals       =  3.4793E-04

  Maximum weighted residual [observation "owc23"] =  2.8000E-03

  Minimum weighted residual [observation "owc214"]= -3.2000E-03

  "Variance" of weighted residuals                =  1.8608E-06

  "Standard error" of weighted residuals          =  1.3641E-03

Note: the above "variance" was obtained by dividing the sum of 
squared residuals by the number of items with non-zero weight.

 Residuals for observation group "ogn4":-

  Number of residuals with non-zero weight        = 14

  Mean value of non-zero weighted residuals       =  2.4250E-03

  Maximum weighted residual [observation "owc33"] =  6.0000E-03

  Minimum weighted residual [observation "owc312"]= -1.8000E-03

  "Variance" of weighted residuals                =  1.0926E-05

  "Standard error" of weighted residuals          =  3.3054E-03

Note: the above "variance" was obtained by dividing the sum of 
squared residuals by the number of items with non-zero weight.
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 Residuals for observation group "ogn5":-

  Number of residuals with non-zero weight        = 14

  Mean value of non-zero weighted residuals       = -1.9571E-04

  Maximum weighted residual [observation "owc44"] =  1.2000E-03

  Minimum weighted residual [observation "owc414"]= -4.1000E-03

  "Variance" of weighted residuals                =  1.6496E-06

  "Standard error" of weighted residuals          =  1.2844E-03

Note: the above "variance" was obtained by dividing the sum of 
squared residuals by the number of items with non-zero weight.

Parameter covariance matrix ----->

            hhc1          vhc1          sto1          spy1    

hhc1     6.3955E-07   -3.1422E-06    2.2813E-07   -3.7861E-06

vhc1    -3.1422E-06    2.6680E-05   -1.9552E-05    1.2378E-05

sto1     2.2813E-07   -1.9552E-05    8.7523E-04    4.1488E-06

spy1    -3.7861E-06    1.2378E-05    4.1488E-06    6.7195E-05

Parameter correlation coefficient matrix ----->

            hhc1          vhc1          sto1          spy1 

hhc1     1.000         -0.7607       9.6424E-03   -0.5775

vhc1    -0.7607         1.000       -0.1279        0.2923    

sto1     9.6424E-03    -0.1279       1.000         1.7108E-02

spy1    -0.5775         0.2923       1.7108E-02    1.000    

Normalized eigenvectors of parameter covariance matrix ----->

         Vector_1        Vector_2     Vector_3      Vector_4   

hhc1      0.9941        8.7640E-02  -6.3847E-02    3.2238E-04

vhc1      0.1018       -0.9566       0.2722       -2.2954E-02

sto1      1.8393E-03   -2.3315E-02   1.6817E-03    0.9997    

spy1      3.7240E-02    0.2770       0.9601        4.7772E-03

Eigenvalues ----->

SAMPLE DATA FILE SET 3

Sample Data File Set 3 illustrates MODFLOW-96 and PEST utility program
MOD2OBS data file sets generated during the calculation of pumping test draw-
down values for an unconfined aquifer simulated as a multilayer aquifer with
pumped wellbore storage. MODFLOW-96 and MOD2OBS input  and output data
file contents are displayed after the conceptual model is briefly described.  
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The conceptual model pumping test facilities consist of a 100 ft thick uncon-
fined aquifer with a horizontal hydraulic conductivity of 100 ft/day, a vertical
hydraulic conductivity of 10 ft/day, a specific yield of 0.2, a storativity of 0.0005,
and a specific storage of 0.000005 (see Reilly and Harbaugh, 1993a). The MOD-
FLOW-96 areal grid has 11 layers, 50 rows, and 50 columns. The layer thickness,
designed so that delayed drainage can be simulated, is 5.0 ft in Layer 1 and 11
and 10 feet in the rest of the layers. The first layer is assigned a specific yield of
0.2 and the other layers are assigned a storativity based on a specific storage of
0.000005 and the layer thickness.

The multiple layer well is partially penetrating and is screened in the bottom
25 ft of the aquifer. Pumped wellbore storage is appreciable. The well effective
radius is 0.936 ft. The constant well discharge is 125,670 ft3/day. The nodes in
Layer 11, Layer 10, and Layer 9 at Row 25 and Column 25 representing the well
are defined to have a discharge of 25,130, 50,270, and 50,270 ft3/day, respectively.
Thus, the multiple layer pumped well is simulated as three pumped wells at the
same location. Measured drawdowns for a point 55 ft deep at a radius of 16 ft
(Row 25, between Column 25 and Column 26) are of interest. The real-world
starting date of the pumping test is 06/15/1994 and the starting time is 08:00:00.
The east and north coordinates of the top left corner of the MODFLOW-96 grid
are 200,000 and 200,000 ft, respectively. The east and north coordinates of the
observation well are 164,616 and 35,400 ft, respectively. The rotation of the
MODFLOW-96 grid row direction is 0.0°.

MODFLOW-96 BCF INPUT DATA FILE

The areal grid has the variable row and column grid spacings as indicated in the
following MODFLOW-96 BCF input data file contents:

         0         0
 0 0 0 0 0 0 0 0 0 0 0
         0       1.0
INTERNAL 1.0 (FREE) 0
  21000.  14000.   9400.   6300.   4200.   2800.   1900.   1300.    900.
    650.    450.    300.    200.    150.    100.    100.    100.    100.
    100.    100.    100.    100.    100.    100.    100.    100.    100.
    100.    100.    100.    100.    100.    100.    100.    100.    100.
    150.    200.    300.    450.    650.    900.   1300.   1900.   2800.
   4200.   6300.   9400.  14000.  21000.
INTERNAL 1.0 (FREE) 0
  21000.  14000.   9400.   6300.   4200.   2800.   1900.   1300.    900.
    650.    450.    300.    200.    150.    100.    100.    100.    100.
    100.    100.    100.    100.    100.    100.    100.    100.    100.
    100.    100.    100.    100.    100.    100.    100.    100.    100.
    150.    200.    300.    450.    650.    900.   1300.   1900.   2800.
   4200.   6300.   9400.  14000.  21000.
         0        .2
         0    500.00
         0      1.33
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
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         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0   1000.00
         0      1.00
         0    .00005
         0    500.00

MODFLOW-96 BASIC INPUT DATA FILE

Time is subdivided into 45 logarithmically spaced stress periods with the elapsed
times as indicated in the following MODFLOW-96 basic input data file contents:

Sample Data File Set 3
        11        50        50        45         4
FREE
         0         1
         0         1 
         0         1
         0         1
         0         1
         0         1
         0         1
         0         1
         0         1
         0         1
         0         1
         0         1
    999.99
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
         0      700.
   0.00002         1       1.0
   0.00002         1       1.0
   0.00002         1       1.0
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   0.00002         1       1.0
   0.00002         1       1.0
   0.00010         1       1.0
   0.00010         1       1.0
   0.00010         1       1.0
   0.00010         1       1.0
   0.00020         1       1.0
   0.00020         1       1.0
   0.00020         1       1.0
   0.00020         1       1.0
   0.00020         1       1.0
   0.00050         1       1.0
   0.00050         1       1.0
   0.00050         1       1.0
   0.00200         1       1.0
   0.00200         1       1.0
   0.00200         1       1.0
   0.00200         1       1.0
   0.00200         1       1.0
   0.00200         1       1.0
   0.00500         1       1.0
   0.00500         1       1.0
   0.00500         1       1.0
   0.00500         1       1.0
   0.00500         1       1.0
   0.01000         1       1.0
   0.01000         1       1.0
   0.01000         1       1.0
   0.01000         1       1.0
   0.01000         1       1.0
   0.01000         1       1.0
   0.05000         1       1.0
   0.05000         1       1.0
   0.05000         1       1.0
   0.05000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0

MODFLOW-96 WELL INPUT DATA FILE

Discharge rates are distributed to layers as indicated in the following MODFLOW-
96 well input data file contents:
         3         0

         3

         9        25        25    14076.

        10        25        25    14076.

        11        25        25    7036.

         3
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         9        25        25    29157.

        10        25        25    29157.

        11        25        25    14575.

                       .

                       .

         3

         9        25        25    50270.

        10        25        25    50270.

        11        25        25    25130.

         3

         9        25        25    50270.

        10        25        25    50270.

        11        25        25    25130.

MODFLOW-96 STRONGLY IMPLICIT PROCEDURE 
INPUT DATA FILE

        50         5

       1.0      .001         0      .001         1

MODFLOW-96 OUTPUT CONTROL INPUT
DATA FILE

DRAWDOWN PRINT FORMAT  0

DRAWDOWN SAVE FORMAT  

DRAWDOWN SAVE UNIT  61

COMPACT BUDGET FILES

PERIOD 1 STEP 1 

SAVE DRAWDOWN 6

PERIOD 2 STEP 1 

SAVE DRAWDOWN 6

       .

       .

PERIOD 44 STEP 1

SAVE DRAWDOWN 6 

PERIODd 45 STEP 1

PRINT DRAWDOWN 6

SAVE DRAWDOWN 6  1

MODFLOW-96 NAME INPUT DATA FILE

LIST            6   c:\modflow96\data\samp3lst.txt

BAS             5   c:\modflow96\data\samp3bas.txt

OC             24   c:\modflow96\data\samp3oc.txt
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BCF            21   c:\modflow96\data\samp3bcf.txt

WEL            22   c:\modflow96\data\samp3wel.txt

SIP            23   c:\modflow96\data\samp3sip.txt

DATA(BINARY)   61   c:\modflow96\data\samp3dd.bin

MOD2OBS MEASURED BORE SAMPLE INPUT
DATA FILE

ow1  06/15/1994  08:00:02  -0.01

ow1  06/15/1994  08:00:03  -0.04

                .

                .

ow1  06/16/1994  05:36:00  -3.64

ow1  06/16/1994  08:00:00  -3.09

MOD2OBS GRID SPECIFICATION FILE

50 50

200000. 200000. 0.0

21000  14000  9400  6300  4200  2800  1900  1300  900

650  450  300  200  150  100  100  100  100

100  100  100  100  100  100  100  100  100

100  100  100  100  100  100  100  100  100

150  200  300  450  650  900  1300  1900  2800

4200  6300  9400  14000  21000

21000  14000  9400  6300  4200  2800  1900  1300  900

650  450  300  200  150  100  100  100  100

100  100  100  100  100  100  100  100  100

100  100  100  100  100  100  100  100  100

150  200  300  450  650  900  1300  1900  2800

4200  6300  9400  14000  21000

MOD2OBS BORE COORDINATE FILE

ow1  164616    35400    6

MOD2OBS OUTPUT FILE

OW1       06/15/1994    08:00:02    -1.6539754E-02

OW1       06/15/1994    08:00:03    -3.3537328E-02

                          .

                          .

OW1       06/16/1994    05:36:00    -3.744365

OW1       06/16/1994    08:00:00    -3.801044
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SMP2HYD OUTPUT FILE

TIME_IN_DAYS      DATE          TIME           BORE_OW1

2.314815E-05   06/15/1994     08:00:02      -1.653975E-02 

3.472222E-05   06/15/1994     08:00:03      -3.353733E-02 

                              .

                              .

0.900000       06/16/1994     05:36:00      -3.74437 

1.00000        06/16/1994     08:00:00      -3.80104

SAMPLE DATA FILE SET 4

Sample Data File Set 4 illustrates MODFLOW-96 data sets generated during the
calculation of cylindrical flow pumping test drawdown values for an unconfined
aquifer with 10 confined layers and 1 unconfined layer. Time-drawdown values
with partially penetrating well conditions are calculated. MODFLOW-96,
MOD2OBS, and SMP2HYD input  and output data file contents are displayed after
the conceptual model is briefly described.

The conceptual modeling areal flow pumping test facilities consist of a 100
ft thick unconfined aquifer. Parameter values are horizontal hydraulic conductivity
= 100 ft/day, vertical hydraulic conductivity = 10 ft/day, specific yield = 0.2,
storativity = 0.0005, and specific storage = 0.000005 1/ft (see Reilly and Har-
baugh, 1993a). The MODFLOW-96 grid has 1 layer, 11 rows, and 40 columns
radially spaced with a multiplier of 1.5. The multilayer pumped well is partially
penetrating and is screened in the bottom 25 ft of the aquifer. Pumped wellbore
storage is negligible. The pumped well effective radius is 0.936 ft. The constant
pumped well discharge is 125,670 ft3/day.  

The length of the pumping test is 1 day. Time is subdivided into 45 logarith-
mically spaced stress periods. The nodes in Layer 11, Layer 10, and Layer 9 of
Column 1 representing the multilayer pumped well are defined to have a discharge
of 25,130, 50,270, and 50,270 ft3/day, respectively. The multilayer pumped well
is simulated as three wells at the same node. A constant zero drawdown is
simulated at the far radial boundary (Column 40), which is at a distance of 6.9E6
ft. Measured drawdowns are for a point 50 ft deep at a radius of 16 ft (Column
8 and Row 6; see Reilly and Harbaugh, 1993a, p. 493). Time is subdivided into
45 logarithmically spaced stress periods.

MODFLOW-96 NAME FILE

LIST           6   c:\modflow96\data\samp4lst.txt

BAS            5   c:\modflow96\data\samp4bas.txt

OC            24   c:\modflow96\data\samp4oc.txt

WEL           22   c:\modflow96\data\samp4wel.txt

GFD           21   c:\modflow96\data\samp4gfd.txt

SIP           23   c:\modflow96\data\samp4sip.txt

DATA(BINARY)  61   c:\modflow96\data\samp4dd.bin
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MODFLOW-96 BASIC FILE

Sample Data File Set 4
Cylindrical Well
       1        11        40        45         4

       0         1
       5         1              (25I3)         0
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1
1  1  1  1  1  1  1  1  1  1  1  1  1  1 -1
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1
                                   .
                                   .
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1
1  1  1  1  1  1  1  1  1  1  1  1  1  1 -1
1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1
1  1  1  1  1  1  1  1  1  1  1  1  1  1 -1
    999.99
         0      700.
   0.00002         1       1.0
   0.00002         1       1.0
   0.00002         1       1.0
   0.00002         1       1.0
   0.00002         1       1.0
   0.00010         1       1.0
                 .
                 .
   0.10000         1       1.0
   0.10000         1       1.0
   0.10000         1       1.0

MODFLOW-96 GENERAL FINITE-DIFFERENCE 
FLOW FILE

        0         0
 0
        21       1.0            (6E12.4)         0
  1.0586E+00  4.7637E+00  1.0718E+01  2.4116E+01  5.4261E+01  1.2209E+02
  2.7470E+02  6.1807E+02  1.3907E+03  3.1290E+03  7.0402E+03  1.5840E+04
  3.5641E+04  8.0192E+04  1.8043E+05  4.0597E+05  9.1344E+05  2.0552E+06
  4.6243E+06  1.0405E+07  2.3410E+07  5.2673E+07  1.1852E+08  2.6666E+08
  5.9998E+08  1.3500E+09  3.0374E+09  6.8342E+09  1.5377E+10  3.4598E+10
  7.7846E+10  1.7515E+11  3.9409E+11  8.8671E+11  1.9951E+12  4.4890E+12
  1.0100E+13  2.2725E+13  5.1132E+13  5.7524E+13
        21       1.0              (25I3)         0
  1  0  0  0  0  0  0  0  0  0  0
        21       1.0            (6E12.4)         0
  2.1172E-01  9.5273E-01  2.1437E+00  4.8232E+00  1.0852E+01  2.4418E+01
  5.4939E+01  1.2361E+02  2.7813E+02  6.2579E+02  1.4080E+03  3.1681E+03
  7.1282E+03  1.6038E+04  3.6086E+04  8.1195E+04  1.8269E+05  4.1105E+05
  9.2486E+05  2.0809E+06  4.6821E+06  1.0535E+07  2.3703E+07  5.3332E+07
  1.2000E+08  2.6999E+08  6.0748E+08  1.3668E+09  3.0754E+09  6.9196E+09
  1.5569E+10  3.5031E+10  7.8819E+10  1.7734E+11  3.9902E+11  8.9780E+11
  2.0200E+12  4.5451E+12  1.0226E+13  1.1505E+13
                                     .
                                     .
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  2.6465E-05  1.1909E-04  2.6796E-04  6.0290E-04  1.3565E-03  3.0522E-03
  6.8674E-03  1.5452E-02  3.4766E-02  7.8224E-02  1.7600E-01  3.9601E-01
  8.9102E-01  2.0048E+00  4.5108E+00  1.0149E+01  2.2836E+01  5.1381E+01
  1.1561E+02  2.6012E+02  5.8526E+02  1.3168E+03  2.9629E+03  6.6665E+03
  1.5000E+04  3.3749E+04  7.5935E+04  1.7085E+05  3.8442E+05  8.6495E+05
  1.9461E+06  4.3788E+06  9.8524E+06  2.2168E+07  4.9878E+07  1.1222E+08
  2.5250E+08  5.6814E+08  1.2783E+09  1.4381E+09
        21       1.0            (7F10.2)         0
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14      0.00
                                     .
                                     .
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
   7748.14   7748.14   7748.14   7748.14      0.00
        21       1.0            (6E12.4)         0
  1.0586E+00  4.7637E+00  1.0718E+01  2.4116E+01  5.4261E+01  1.2209E+02
  2.7470E+02  6.1807E+02  1.3907E+03  3.1290E+03  7.0402E+03  1.5840E+04
  3.5641E+04  8.0192E+04  1.8043E+05  4.0597E+05  9.1344E+05  2.0552E+06
  4.6243E+06  1.0405E+07  2.3410E+07  5.2673E+07  1.1852E+08  2.6666E+08
  5.9998E+08  1.3500E+09  3.0374E+09  6.8342E+09  1.5377E+10  3.4598E+10
  7.7846E+10  1.7515E+11  3.9409E+11  8.8671E+11  1.9951E+12  4.4890E+12
  1.0100E+13  2.2725E+13  5.1132E+13  5.7524E+13
                                     .
                                     .
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00

MODFLOW-96 WELL FILE

         3         0

         3

         1         9         1    50270.

         1        10         1    50270.

         1        11         1    25130.

         3

         1         9         1    50270.

         1        10         1    50270.

         1        11         1    25130.

                         .

                         .
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         3

         1         9         1    50270.

         1        10         1    50270.

         1        11         1    25130.

         3

         1         9         1    50270.

         1        10         1    50270.

         1        11         1    25130.

MODFLOW-96 STRONGLY IMPLICIT PROCEDURE FILE

        50         5

       1.0      .001         0      .001         1

MODFLOW-96 OUTPUT CONTROL FILE

DRAWDOWN PRINT FORMAT  0

DRAWDOWN SAVE FORMAT  

DRAWDOWN SAVE UNIT  61

COMPACT BUDGET FILES

PERIOD 1 STEP 1 

SAVE DRAWDOWN

PERIOD 2 STEP 1 

       .

       .

PERIOD 44 STEP 1 

SAVE DRAWDOWN

PERIOD 45 STEP 1

PRINT DRAWDOWN 

SAVE DRAWDOWN

MODFLOW-96 PRIMARY STORAGE CAPACITY FILE 

2.117E-01 9.527E-01 2.144E+00 4.823E+00 1.085E+01 2.442E+01 5.494E+01
1.236E+02 2.781E+02 6.258E+02 1.408E+03 3.168E+03 7.128E+03 1.604E+04
3.609E+04 8.119E+04 1.827E+05 4.110E+05 9.249E+05 2.081E+06 4.682E+06
1.053E+07 2.370E+07 5.333E+07 1.200E+08 2.700E+08 6.075E+08 1.367E+09
3.075E+09 6.920E+09 1.557E+10 3.503E+10 7.882E+10 1.773E+11 3.990E+11
8.978E+11 2.020E+12 4.545E+12 1.023E+13 1.150E+13
                                    .
                                    .
2.646E-05 1.191E-04 2.680E-04 6.029E-04 1.357E-03 3.052E-03 6.867E-03
1.545E-02 3.477E-02 7.822E-02 1.760E-01 3.960E-01 8.910E-01 2.005E+00
4.511E+00 1.015E+01 2.284E+01 5.138E+01 1.156E+02 2.601E+02 5.853E+02
1.317E+03 2.963E+03 6.666E+03 1.500E+04 3.375E+04 7.594E+04 1.709E+05
3.844E+05 8.650E+05 1.946E+06 4.379E+06 9.852E+06 2.217E+07 4.988E+07
1.122E+08 2.525E+08 5.681E+08 1.278E+09 1.438E+09
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MODFLOW-96 CONDUCTANCE ALONG ROWS FILE

  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14      0.00
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28      0.00
                                      .
                                      .
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28  15496.28  15496.28  15496.28
 15496.28  15496.28  15496.28  15496.28      0.00
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14   7748.14   7748.14   7748.14
  7748.14   7748.14   7748.14   7748.14      0.00

MODFLOW-96 CONDUCTANCE ALONG 
COLUMNS FILE

1.0586E+00  4.7637E+00  1.0718E+01  2.4116E+01  5.4261E+01  1.2209E+02
2.7470E+02  6.1807E+02  1.3907E+03  3.1290E+03  7.0402E+03  1.5840E+04
3.5641E+04  8.0192E+04  1.8043E+05  4.0597E+05  9.1344E+05  2.0552E+06
4.6243E+06  1.0405E+07  2.3410E+07  5.2673E+07  1.1852E+08  2.6666E+08
5.9998E+08  1.3500E+09  3.0374E+09  6.8342E+09  1.5377E+10  3.4598E+10
7.7846E+10  1.7515E+11  3.9409E+11  8.8671E+11  1.9951E+12  4.4890E+12
1.0100E+13  2.2725E+13  5.1132E+13  5.7524E+13
                                     .
                                     .
7.0573E-01  3.1758E+00  7.1455E+00  1.6077E+01  3.6174E+01  8.1392E+01
1.8313E+02  4.1205E+02  9.2710E+02  2.0860E+03  4.6935E+03  1.0560E+04
2.3761E+04  5.3461E+04  1.2029E+05  2.7065E+05  6.0896E+05  1.3702E+06
3.0829E+06  6.9364E+06  1.5607E+07  3.5116E+07  7.9010E+07  1.7777E+08
3.9999E+08  8.9998E+08  2.0249E+09  4.5561E+09  1.0251E+10  2.3065E+10
5.1897E+10  1.1677E+11  2.6273E+11  5.9114E+11  1.3301E+12  2.9927E+12
6.7335E+12  1.5150E+13  3.4088E+13  3.8349E+13
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00
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MODFLOW-96 LATERAL DISTANCE FROM 
PUMPED WELL FILE

9.3600E-01  1.4040E+00  2.1060E+00  3.1590E+00  4.7385E+00  7.1077E+00
1.0662E+01  1.5992E+01  2.3989E+01  3.5983E+01  5.3974E+01  8.0962E+01
1.2144E+02  1.8216E+02  2.7325E+02  4.0987E+02  6.1480E+02  9.2220E+02
1.3833E+03  2.0750E+03  3.1124E+03  4.6687E+03  7.0030E+03  1.0504E+04
1.5757E+04  2.3635E+04  3.5453E+04  5.3179E+04  7.9768E+04  1.1965E+05
1.7948E+05  2.6922E+05  4.0383E+05  6.0574E+05  9.0861E+05  1.3629E+06
2.0444E+06  3.0666E+06  4.5998E+06  6.8998E+06

MODFLOW-96 LAYER THICKNESS FILE

5.0000E+00  1.0000E+01  1.0000E+01  1.0000E+01  1.0000E+01  1.0000E+01
1.0000E+01  1.0000E+01  1.0000E+01  1.0000E+01  5.0000E+00

MOD2OBS GRID SPECIFICATION FILE

11 40
100000. 1000. 0.0
1.0586 4.7637  10.718  24.116  54.261  122.09
274.7 618.07  1390.7  3129  7040.2  15840
35641 80192  180430  405970  913440  2055200
4624300 1.0405E+07  2.341E+07  5.2673E+07  1.1852E+08  2.6666E+08
5.9998E+08 1.35E+09  3.0374E+09  6.8342E+09  1.5377E+10  3.4598E+10
7.7846E+10 1.7515E+11  3.9409E+11  8.8671E+11  1.9951E+12  4.489E+12
1.01E+13 2.2725E+13  5.1132E+13  5.7524E+13
5. 10. 10. 10. 10. 10. 10. 10. 10. 10. 5.

MOD2OBS BORE COORDINATE FILE

ow1  100016.    950.    1

MOD2OBS BORE SAMPLE TIME-DRAWDOWN FILE

 OW1         06/15/1996    08:00:13    -0.4330888

 OW1         06/15/1996    08:00:33    -1.106119

                         .

                         .

 OW1         06/15/1996    23:21:36    -3.318587

 OW1         06/16/1996    08:00:00    -3.526169

MOD2OBS OUTPUT FILE

 OW1         06/15/1996    08:00:13    -0.4330888

 OW1         06/15/1996    08:00:33    -1.106119

                         .

                         .

 OW1         06/15/1996    23:21:36    -3.318587

 OW1         06/16/1996    08:00:00    -3.526169
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SMP2HYD OUTPUT FILE

TIME_IN_DAYS      DATE          TIME         BORE_OW1

1.504630E-04   06/15/1996     08:00:13      -0.433089 

3.819444E-04   06/15/1996     08:00:33      -1.10612 

                            .

                            .

0.640000       06/15/1996     23:21:36      -3.31859 

1.00000        06/16/1996     08:00:00      -3.52617

SAMPLE DATA FILE SET 5

Sample Data File Set 5 illustrates PEST data sets associated with inferring
heterogeneity using MODFLOW-96 and PEST regularization and pilot point
capabilities. Only PEST pilot point, control, PPK2FAC, and FAC2REAL file
contents are displayed after the conceptual model is briefly described because
MODFLOW-96 data file sets have been covered in previous sample data file sets.

Briefly, the conceptual modeling pumping test facilities consist of a 100 ft
thick unconfined aquifer with a horizontal hydraulic conductivity of 100 ft/day
except in a narrow ellipse shaped area surrounding the pumped well where it is
200 ft/day. The aquifer has a uniform specific yield of 0.2. The elliptical area of
high hydraulic conductivity averages about 300 ft wide and trends at an angle of
45° from north through the pumped well. The MODFLOW-96 areal grid has 1
layer, 50 rows, and 50 columns. Delayed drainage is not simulated.  

The pumped well is partially penetrating and is screened in the bottom 25 ft
of the aquifer. Pumped wellbore storage is not simulated. The well effective radius
is 0.936 ft. The constant well discharge is 125,670 ft3/day. Time is subdivided
into 45 logarithmically spaced stress periods each with 1 time step. Drawdown
data for nine observation wells scattered in and around the high conductivity area
within 1000 ft of the pumped well are available. The observation wells are 55 ft
deep and have short screens.  

The real-world starting date of the pumping test is 06/15/1994 and the
starting time is 08:00:00. The east and north coordinates of the top left corner
of the MODFLOW-96 grid are 200,000 and 200,000 ft, respectively. The rotation
of the MODFLOW-96 grid row direction is 0.0°. The east and north coordinates
of the observation wells are given in a PEST bore coordinate file. The bore
coordinate file is not illustrated here because bore coordinate files were covered
in previous sample data file sets. The rotation of the MODFLOW-96 grid row
direction is 0.0°.

There are 31 pilot points scattered around the pumped well. Most of the pilot
points are within 1000 ft of the pumped well. Pilot point coordinates are given
in the pilot point file.
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COMPOSITE MODEL FILE 

c:\pest\Utility\ppk2fac.exe < c:\pest\utility\pt2ppk2.txt

c:\pest\utility\fac2real.exe < c:\pest\utility\pt2f2r.txt

c:\Modflow96\mf96hyd.exe < c:\pest\utility\pt2nam.txt

c:\pest\Utility\mod2obs3.exe < c:\pest\utility\pt2m2rpp.txt

PILOT POINT FILE

pp1 264700. 135400. 4 15651.748

pp2 265010. 135400. 3 12000.000

               .

               .

pp30 264200. 135900. 3 11088.481

pp31 264600. 135400. 4 15932.118

PILOT POINT TEMPLATE FILE

ptf #

pp1 264700. 135400. 4 #tra1   #

pp2 265010. 135400. 3 #tra2   #

               .

               .

pp30 264200. 135900. 3 #tra30  #

pp31 264600. 135400. 4 #tra31  #

PILOT POINT INSTRUCTION FILE

pif @

l1 w w w w !tra1!

l1 w w w w !tra2!

      .

      .

l1 w w w w !tra30!

l1 w w w w !tra31!

PEST CONTROL FILE

pcf

* control data

restart regularisation

31 405 1 31 10

1 1 single point 1 0 0

10.0 2.0 0.3 0.03 10
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10.0 10.0 0.001

0.1

30 0.01 3 3 0.01 3

1 1 1

* parameter groups

pgn1 relative .01 0.0 switch 1.0 parabolic

* parameter data

tra1 log factor 19152. 15000. 25000. pgn1 1 0 1

tra2 log factor  8928. 5000. 12000. pgn1 1 0 1

                        .

                        .

tra30 log factor  8928. 5000. 12000. pgn1 1 0 1

tra31 log factor 19152. 15000. 25000. pgn1 1 0 1

* observation groups

ogn1

ogn2

ogn3

ogn4

ogn5

ogn6

ogn7

ogn8

ogn9

regul

* observation data

OBS11  -1.0524006E-05  1.0  ogn1

OBS12  -1.0666009E-05  1.0  ogn1

               .

               .

OBS144  -1.826102  1.0  ogn1

OBS145  -1.904076  1.0  ogn1

OBS21  -1.0240000E-05  1.0  ogn2

OBS22  -1.0240000E-05  1.0  ogn2

                .

                .

OBS244  -0.3136270  1.0  ogn2

OBS245  -0.3561519  1.0  ogn2

OBS31  -1.0481176E-05  1.0  ogn3

OBS32  -1.0601765E-05  1.0  ogn3

                .

                .

OBS344  -1.756577  1.0  ogn3

OBS345  -1.834370  1.0  ogn3

OBS41  -1.0240000E-05  1.0  ogn4

OBS42  -1.0240000E-05  1.0  ogn4

                .

                .
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OBS444  -0.5400326  1.0  ogn4

OBS445 -0.5961924  1.0  ogn4

OBS51  -1.0524011E-05  1.0  ogn5

OBS52  -1.0666016E-05  1.0  ogn5

                .

                .

OBS544  -1.839737  1.0  ogn5

OBS545  -1.918088  1.0  ogn5

OBS61  -1.0240000E-05  1.0  ogn6

OBS62  -1.0240000E-05  1.0  ogn6

                .

                .

OBS644  -0.6096196  1.0  ogn6

OBS645  -0.6694604  1.0  ogn6

OBS71  -1.0524010E-05  1.0  ogn7

OBS72  -1.0666015E-05  1.0  ogn7

                .

                .

OBS744  -1.837318  1.0  ogn7

OBS745  -1.915573  1.0  ogn7

OBS81  -1.0240000E-05  1.0  ogn8

OBS82  -1.0240000E-05  1.0  ogn8

                .

                .

OBS844  -0.6068601  1.0  ogn8

OBS845  -0.6662883  1.0  ogn8

OBS91  -1.2040108E-03  1.0  ogn9

OBS92  -1.8008963E-03  1.0  ogn9

                .

                .

OBS944  -3.152408  1.0  ogn9

OBS945  -3.232368  1.0  ogn9

* model command line

c:\pest\utility\pt2ppr.bat

* model input/output

c:\pest\utility\pt2temppil.txt c:\pest\utility\pt2pp.txt

c:\pest\utility\pt2inspp.txt c:\pest\utility\pt2m2oppr.txt

* prior information

pi1 1.0 * log(tra1) - 1.0 * log(tra2) = 0.0  1.0  regul

pi2 1.0 * log(tra2) - 1.0 * log(tra3) = 0.0  1.0  regul

                              .

                              .

pi30 1.0 * log(tra30) - 1.0 * log(tra31) = 0.0  1.0  regul

pi31 1.0 * log(tra31) - 1.0 * log(tra1) = 0.0  1.0  regul 

* regularisation

0.15 0.17  0.0

1.0E-2  1.0E-6  1.0E6

1.3  1.0E-2
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PEST KRIGING STRUCTURE FILE

STRUCTURE str1

NUGGET 0.0

TRANSFORM NONE

NUMVARIOGRAM 1

VARIOGRAM var1 1.0

END STRUCTURE

VARIOGRAM var1

VARTYPE 2

BEARING 45.0

ANISOTROPY 1.0

A 500

END VARIOGRAM

PEST PPK2FAC REDIRECT FILE 

c:\pest\utility\pt2gs.txt

c:\pest\utility\pt2pp.txt

0.0

c:\pest\utility\pt2int.txt

c:\pest\utility\pt2ks.txt

str1

o

10000.

1

31

str1

o

1000.

1

31

c:\pest\utility\pt2ifact.txt

f

c:\pest\utility\pt2sd.ref

c:\pest\utility\pt2outreg.txt

PEST FAC2REAL REDIRECT FILE 

c:\pest\utility\pt2ifact.txt

f

c:\pest\utility\pt2pp.txt

s

8000.

s

25000.

c:\pest\utility\pt2zarray.txt

f

1035
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Appendix—Notation
An area underlain by aquifer transmissivity Tn, L2

b aquifer thickness, L
bcev equivalent confining unit single-layer thickness, L
be effective screen length, L
bev equivalent aquifer single-layer thickness, L
bi individual aquifer layer thickness, L
bsc effective screen length, L
b′ confining unit thickness, L
b′i individual confining unit layer thickness, L
b′b average block thickness between fissure zones, L
BE barometric efficiency
C well loss constant, T2L5

Cd dimensionless damping parameter
Cv damping parameter
D vertical distance from aquifer top to top of pumped well screen, L
D′ vertical distance from aquifer top to top of observation well screen, L
ds wellbore skin thickness, L
Fa approximate value of dimensionless drawdown, L
F ′ shape factor defined by Hvorslev
Fsc dimensionless specific capacity factor
H deviation of slugged well head from static, L
hdd dimensionless drawdown, L
H0 initial head slugged well displacement, L
H/H0 dimensionless normalized slugged well head
Keh equivalent horizontal hydraulic conductivity, L/T
Kf fissure horizontal hydraulic conductivity, L/T
Kh aquifer horizontal hydraulic conductivity, L/T
Kv aquifer vertical hydraulic conductivity, L/T
K0(. . .) modified Bessel function of second kind and order 0
K′ confining bed or block vertical hydraulic conductivity, L/T
K′s fissure skin hydraulic conductivity, L/T
K′b block vertical hydraulic conductivity, L/T
K′ev equivalent vertical hydraulic conductivity, L/T
K′i individual confining unit layer vertical hydraulic conductivity, L/T
Ks streambed vertical hydraulic conductivity, L/T
Ks/bs streambed leakance, 1/T
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L vertical distance from aquifer top to bottom of pumped well screen, L
Lc effective column length, L
Lcf capillary fringe thickness, L
Ls length of screen or open hole, L
L′ vertical distance from aquifer top to bottom of observation well screen, L
M number of empirical constants for gradual drainage from unsaturated zone
MAE mean absolute error of residuals
n drainable filter pack porosity
N even number of Stehfest terms (4, 6, 8, etc.)
p Laplace–transform parameter
Q constant pumped well discharge rate, L3/T
Qap discharge with pumped wellbore storage, L3/T
Qapo discharge with pumped and observation wellbore, L3/T
Qaw discharge without pumped and observation wellbore storage, L3/T
Qis constant image well strength, Step i discharge rate increment, L3/T
r distance from pumped or slugged well, L
rc well casing radius, L
rcal residual drawdown or normalized, L
rce effective casing radius allowing for presence of pump, L
rco radius of observation well in interval where water levels are changing, L
r0 zero-drawdown intercept, L
re equivalent well block radius, L
ri distance between pumped well and image well, L
rk1/2 factor is Laplace–domain transform solution for set of aquifer and real 

well conditions
riwk1/2 factor is Laplace–domain transform solution for set of aquifer and image 

well conditions
rnc nominal well screen radius, L
ro observation well casing radius, L
rp pump pipe radius, L
rpp distance beyond which well partial penetration impacts are negligible, L
rr pumping test domain radius, L
rrs slug test domain radius, L
rs radius of near-wellbore altered transmissivity, L
rw effective pumped well radius, L
rwo effective observation well radius, L
rwfp outer radius of filter pack, L
RMS root–mean-squared error of residuals
s aquifer drawdown, L
S aquifer storativity
Sa storativity
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sad adjusted drawdown, L
Sav areal average storativity
sb drawdown calculated by MODFLOW at block node, L
sc drawdown in confining unit, L
Scu confined aquifer storativity or unconfined aquifer-specific yield
Scy confining unit-specific yield
Sf fissure-specific storage
sL drawdown difference per log cycle of time, L
Sm measured drawdown, L
Sn aquifer storativity in area n
so measured or calculated drawdown or head, L
sp drawdown at pumped well, L
spp drawdown due to effects of well partial penetration, L
ssc well water level change per unit stream stage change, L
Sse equivalent-specific storativity
Ssi individual aquifer layer-specific storativity
Ss fissure-specific storativity
st total drawdown, L
sw(tp) total drawdown, L
swL component of drawdown due to well loss, L
Swsf wellbore skin factor
Sy aquifer-specific yield
S ′b block-specific storage
S ′s block-specific storativity
SE surface water efficiency
SW dimensionless pumped wellbore skin parameter
t elapsed time, T
T aquifer transmissivity, L2/T
Tav areal average transmissivity, L2/T
tb basic time lag, T
tcs time period during which confining unit storativity effects are 

appreciable, T
td delayed gravity drainage duration, T
Td aquifer transmissivity beyond the discontinuity, L2/T
tD first derivative of dimensionless time, tD

t0 zero-time intercept, T
Te effective transmissivity, L2/T
tn time of nth peak or trough in slugged well data, T
Tn aquifer transmissivity in area n, L2/T
Tp aquifer transmissivity between pumped well and discontinuity, L2/T
ts wellbore storage impact duration, T
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Ts near-wellbore altered transmissivity, L2/T
tsL time that must elapse before the straight-line technique can be applied, T
Txx aquifer transmissivity in x direction, L2/T
Tyy aquifer transmissivity in y direction, L2/T
t ′ time after pumping stopped, T
TE tidal efficiency
w deviation of water level from static level, one-half width of streambed, L
Wd dimensionless pumped wellbore storage parameter
Wdp dimensionless observation well delayed response parameter
x distance from streambed center to observation well, L
z vertical distance from aquifer top to base of confining bed piezometer, L
za distance from aquifer base to slugged well screen base, L
zb distance from aquifer base to slugged well screen top, L
zp vertical distance above aquifer base to center of piezometer screen, L
zpd depth below aquifer top to top of pumped well screen, L
zpl depth below aquifer top to bottom of pumped well screen, L
z1 vertical distance above base of aquifer to bottom of observation well 

screen, L
z2 vertical distance above base of aquifer to top of observation well screen, L
∆B atmospheric pressure change expressed in feet of water, L
∆S surface water stage or tidal change, L
∆s drawdown per logarithmic cycle, L
∆si increment of drawdown during Period i due to increment of discharge 

∆Qi, L
∆W water level change in well, L
∆x pumped well block grid spacing in x direction, L
∆y pumped well block grid spacing in y direction, L
β bulk modulus of compression of groundwater
γ specific weight of groundwater
θ aquifer porosity
ω frequency parameter
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conceptual model contents, 36
contour integration, 40
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confined leaky aquifers, 89
confined nonleaky and unconfined 

aquifers, 88
horizontal heterogeneity modeling, 90–93
integral and empirical equations, 3, 40, 

41–62, 
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Noordbergum effect, 61–62
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simplifying assumptions, 40
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verification using numerical methods, 39
well function value calculation, 120
WTAQ, 
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Antecedent trend, 4, 35, 103–104, 

 

See also

 

 
External influence data adjustment

Aquifer anisotropy and heterogeneity, 
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See

 

 Discontinuities; 
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Aquifer flow rate
estimating, 27–28, 137
wellbore storage effects, 
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 Wellbore 
storage

Aquifer loss, 127
Aquifer porosity ranges (table), 108
Aquifer test data analysis, 
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 Data analysis
Aquifer test domain, 1, 9

height, 1, 9, 151–152
MODFLOW representation, 138–139
radius, 1, 9, 33, 151–152

Aquifer test modeling
conceptual model, 
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 Conceptual model 
definition

data adjustment for external influences, 

 

See

 

 
External influence data adjustment

data analysis, 

 

See

 

 Data analysis
definitions, 1, 9
mathematical equations, 

 

See

 

 Mathematical 
modeling equations

model evaluation, 7, 151–153
notation, 209–212
process steps, 1
software, 

 

See

 

 Software
time dimensions, 1, 9, 33–34

Aquifer type, 12, 13–16, 

 

See also

 

 

 

specific types

 

mathematical modeling equation 
assumptions, 10

slug test time-normalized heads and, 83–84
time-drawdown derivative curve and, 14–15

ASCII output, 124–125
Atmospheric pressure changes, 4, 103, 

104–110, 

 

See also

 

 Barometric 
efficiency

correcting groundwater level for, 106–107
Automatic parameter estimation, 6, 123–126

composite plot, 5–6, 119–120
model reliability and precision and, 151
MODFLOW and, 124–125, 131, 132, 

133–134, 

 

See also

 

 MODFLOW
PEST capabilities, 6, 120, 123–126, 132, 

 

See also

 

 PEST
sample WTAQ and PEST data file sets, 

160–180

 

B

 

Barometric efficiency, 104–110
calibration, 110
confined aquifers, 104–105, 107–109
multiple-regression deconvolution, 109
unconfined aquifers, 105–107, 109–110
well characteristics and, 104–106

Barometric pressure changes, 4, 103, 104–110, 
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 Barometric efficiency
Baseline data, 5, 103, 109
Binary-to-ASCII output conversion, 124–125

 

42920_C009.fm  Page 213  Wednesday, October 4, 2006  2:08 PM



 

214

 

Aquifer Test Modeling

 

Boundaries, 

 

See

 

 Hydrogeologic boundaries; 
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Bouwer and Rice method, 40, 41, 48–49, 153
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Calibration, 
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automatic parameter estimation, 6, 
119–120, 123–126, 
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composite plot matching, 5–6, 118–119
conceptual model definition, 11, 121, 122
data-input requirements, 11, 122–123
dimensional and dimensionless formats, 5, 

114
external influence adjustments, 

 

See

 

 External 
influence data adjustment

interactive, 5–6, 120–123, 

 

See also

 

 
Interactive calibration

aquifer test analysis techniques, 
114–120

single plot straight line matching, 5–6, 
116–118

single plot type curve matching, 5–6, 
114–116

spatial parameter definition, 141–144
target windows, 6, 122

Composite plot automatic parameter estimation, 
5–6, 119–120

Composite plot matching with interactive 
calibration, 5–6, 118–119

Composite plots, diagnosing heterogeneity, 91
Conceptual model definition, 1–2, 9–38

adjusting for external influences, 

 

See
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aquifer test analysis software, 4, 
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Software
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calibration requirements, 11, 121, 122, 
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also

 

 Calibration
confining units, 25–27
data-input requirements, 2, 10–11
definitions, 1, 9
delayed gravity drainage, 2
flow system temporal changes, 1, 9
groundwater and surface water budgets, 1, 

9, 34–35
hydraulic characteristics, 1, 9, 28–32
hydraulic parameter ranges, 2

hydrogeological boundaries, 

 

See
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Recharge boundaries

hydrostratigraphic unit framework, 1, 9, 
11–12

layer thickness and extent ranges, 2
mathematical modeling equation 

assumptions and, 10, 35
mathematical modeling equations, 

 

See

 

 
Mathematical modeling equations

model contents, 36–37
numerical models, 24–25, 
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MODFLOW; Numerical 
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partially penetrating wells, 2, 3
quantifying hydraulic characteristics, 28–32
resources, 9–10
time dimension, 1, 9, 33–34
well characteristic information, 32–33, 
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also
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well or piezometer characteristics, 1, 9, 
32–33

Confined aquifers
barometric efficiency, 104–105, 107–109
Laplace transform equations

pumping test, 64–72
slug test, 81–82

simulation time dimension, 34
Confined fissure and block aquifers, 12, 13, 

71–72
dimensionless time drawdown, 149
time-drawdown derivative curve and, 14
WTAQ applications, 4

Confined leaky aquifers, 12, 13
conceptual model definition, 25–27
dimensionless time drawdown, 149
head rise (Noordbergum effect), 61–62
horizontal anisotropy modeling, 89
pumping test, integral and empirical 

equations
Hantush and Jacob method, 40, 41, 

44–47
Neuman and Witherspoon, 41, 51

Stehfest algorithm mathematical modeling 
equations, 68–69

time-drawdown derivative curve and, 14
WTAQ applications, 4

Confined nonleaky aquifers, 12
dimensionless time drawdown, 148
horizontal anisotropy modeling, 88
integral and empirical equations

pumping test (Theis), 40, 41–42
slug test (Cooper et al.), 40, 41, 42–43
slug test (Hvorslev), 40, 41, 43–44
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Confining unit classifications, 12
Confining unit leakage simulation, 25–27, 

140–141
Confining unit storativity, 25
Confining unit systems, 71
Confining unit vertical hydraulic conductivity, 

25, 140, 152
Contour map, 139
Cooper et al. method, 40, 41, 42–43
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External influence data adjustment

Data analysis, 5–7, 113–150, 
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Calibration

composite plot automatic parameter 
estimation, 5–6, 119–120

composite plot matching with interactive 
calibration, 5–6, 118–119

dimensional and dimensionless formats, 5, 
114

iterative interactive tasks, 6–7, 122
pumped well data, 126–131, 
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resources, 113
single plot straight line matching with 

interactive calibration, 5–6, 116–118
single plot type curve matching with 

interactive calibration, 5–6, 114–116
software tools, 
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well function or drawdown/head 

calculation, 120
Data entry, 7, 123
Delayed gravity drainage, 3, 23, 27

conceptual model definition, 2
dewatering adjustments, 112
finite-difference approximation method, 100
MODFLOW simulation, 138
observation well response simulation, 21, 28

Delayed response modeling
MODFLOW, 137–138
slugged test observation well type curve 

values, 84–85
wellbore storage simulation, 21, 

 

See also

 

 
Wellbore storage

WTAQ, 28
Dewatering adjustments, 112

Dimensional format, 5, 114
Dimensionless format, 5, 114
Dimensionless time-drawdown values, 5, 71, 

 

See also

 

 Time-drawdown values
analytical integral well function values, 120
boundary effect adjustment, 3
composite plot matching, 118–119
conversion from calculated values, 3, 147
Fourier-Laplace transform for induced 

streambed infiltration, 76–80
Laplace transform equations, 64–76
partial penetration adjustments, 59
single plot straight line matching, 116
software for calculating, 4, 

 

See also

 

 
Software

Stehfest terms and, 63
time-normalized head values, 3
type curve tracing, 147–149

confined fissure and block aquifers, 149
confined leaky aquifers, 149
confined nonleaky aquifers, 148
unconfined aquifers, 149

wellbore storage adjustment, 3, 56–57
Dipole flow tests, 93
Direct-push hydraulic profiling, 7, 93
Discontinuities, 10, 23–24, 61, 94, 

 

See also
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Recharge boundaries

image well theory, 96–97, 

 

See also

 

 Image 
well theory

DOS, 7, 123
Double porosity aquifers, 71–72, 

 

See also
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aquifers
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E

 

Earthquakes, 4, 35, 103
Earth tides, 4, 35, 103
Empirical and integral mathematical modeling 

equations, 
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 Integral and 
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Error measures, interactive calibration, 121–122
Evaluation of model, 

 

See

 

 Model evaluation
Evapotranspiration, 4, 103
External influence data adjustment, 4–5, 35–36, 
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See also
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defining antecedent trends, 103–104
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dewatering, 112
interpolation and extrapolation, 5
surface water stage changes, 110–112

 

F

 

Fiber-optic pressure sensors, 93
Finite-difference approximation method, 3, 100
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 External 
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Fourier-Laplace transform, 76–80
Frechet kernels, 7, 92
Full barrier boundaries, 
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GEO-EAS, 142
GEOPACK, 142
Geostatistical software library (GSLIB), 142
Ground load effects (trains or trucks), 4, 35, 103
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definition, 1, 9, 34–35
Groundwater flow partial differential equations, 

39, 40
Groundwater flow system thickness, 1, 9
Groundwater system conceptual model, 
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Hantush and Jacob method, 40, 41, 44–47
Heterogeneity and anisotropy, 3, 16–18, 86–93

analytical mathematical modeling, 86–93
diagnosing, 91–93
equivalent hydraulic conductivity and 

specific storage, 17
horizontal anisotropy, 3, 18, 86–90
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See also

 

 Image well 
theory

MODFLOW simulation, 141–144
multiple observation well data, 153
numerical conceptual models, 18
partially penetrating wells, 18–19, 

 

See also
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sample data file set, 192–196
sand anisotropy ranges (table), 30
spatial parameter definition, 141–144
specific capacity data, 91
storativity, 17–18, 91, 92
transmissivity, 17–18, 92

vertical anisotropy, 17–18
High hydraulic conductivity pumping test, 

modeling equations, 40, 41, 49–51
Horizontal anisotropy and heterogeneity, 
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Heterogeneity and anisotropy

Hvorslev method, 40, 41, 43–44, 153
HYDMOD, 135
HYDPOST, 135
Hydraulic conductivity

heterogeneous conditions, 
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model reliability and precision, 151–153
quantifying, 29, 31
ranges for typical substrates (tables), 29, 30
streambed leakance estimation, 53–54, 144
vertical confining unit, 25, 140, 152

Hydraulic parameters, conceptual model 
definition, 2, 28–32

Hydraulic storativity, 

 

See

 

 Storativity
Hydraulic tomography, 7, 93
Hydraulic transmissivity, 

 

See

 

 Transmissivity
Hydrogeologic boundaries, 3, 23–24, 129–131

converging boundaries, 97–98
determining direction, 130–131
idealized geometries, 12, 28
image well theory, 24, 93–99, 129–130, 

 

See 
also

 

 Image well theory
integral modeling equation adjustment, 61
mathematical modeling equation 

assumptions, 10
MODFLOW simulation, 28
parallel boundaries, 98
time-drawdown derivative curve and, 15, 

129–130
transmissivity and diagnosing, 61
type curve successive approximation 

method, 130
Hydrostratigraphic unit framework, 1, 9, 11–12

data sources, 11–12
definition, 11
idealized geometries, 12
subdivision or composition, 12–13

 

I

 

Image well theory, 4, 24, 67, 93–99
converging boundaries, 97–98
horizontal anisotropy modeling, 87
induced streambed infiltration, 34, 97
parallel boundaries, 98
partially penetrating wells, 94
time-drawdown derivative curve and, 129–130
wellbore storage, 94, 96
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Induced streambed infiltration, 34–35
image well theory, 97
Laplace transform (Stehfest algorithm 

modeling), 76–80
MODFLOW, 144–147
partial penetration simulation, 146
pumping test, integral and empirical 

equations, 41, 51–54
streambed leakance estimation, 53–54, 144

Infinite aquifer assumptions, 3
Integral and empirical mathematical modeling 

equations, 3, 41–62
boundary effects adjustment, 61
partial penetration adjustments, 58–60
resources, 113
simplifying assumptions, 40, 41–42, 43, 44, 

45, 47, 49, 50, 60
wellbore storage adjustments, 54–58
well loss adjustment, 60–61

Interactive calibration, 120–123, 

 

See also

 

 
Calibration

composite plot matching, 5–6, 118–119
error measures, 121–122
iterative tasks, 6–7, 122
model reliability and precision and, 151
MODFLOW, 131, 141, 

 

See also

 

 MODFLOW
single plot straight line matching, 5–6, 

116–118
single plot type curve matching, 5–6, 

114–116
Interpolation and extrapolation, 5
Interstitial delayed drainage, 23, 27, 112, 138, 

 

See also

 

 Delayed gravity drainage

 

K

 

Kriging method, 141–142, 143, 196

 

L

 

Laplace transform, 40, 63, 

 

See also

 

 Stehfest 
algorithm mathematical modeling 
equations

Fourier-Laplace transform, 76–80
integral confined nonleaky modeling 

equation, 43
pumping test

confined aquifer, 64–72
induced streambed infiltration Fourier-

Laplace transforms, 76–80
unconfined aquifer, 72–76

slug test, confined aquifer, 81–82

Large drawdown slug tests, 7, 93
Linear regression, 5

 

M

 

Mappable hydrostratigraphic unit, 11
Mathematical modeling equations, 2–4, 39–102

adjusting for external influences, 

 

See

 

 
External influence data adjustment

analytical, 2–3, 39–99, 

 

See also

 

 Analytical 
mathematical modeling equations

calibration, 

 

See

 

 Calibration
integral and empirical, 

 

See

 

 Integral and 
empirical mathematical modeling 
equations

iterative automatic parameter estimation, 
119, 

 

See also

 

 Automatic parameter 
estimation

Laplace transform, 

 

See

 

 Laplace transform
notation, 209–212
numerical, 3, 39, 99–100, 

 

See also

 

 
Numerical mathematical modeling 
equations

reliability and precision, 151–153
simplifying assumptions, 10, 35, 40, 41–42, 

43, 44, 45, 47, 49, 50, 60
software for calculating, 

 

See

 

 Software
Stehfest algorithm, 

 

See

 

 Stehfest algorithm 
mathematical modeling equations

Mean absolute error of residuals (MAE), 
121–122

MOD2OBS, 125, 180, 185, 186, 191
Model evaluation, 7, 151–153
Modeling equations, 

 

See

 

 Mathematical 
modeling equations

MODFLOW, 4, 131–149
automatic parameter estimation, 124–125, 

131, 132, 133–134
binary-to-ASCII output conversion, 

124–125
boundary simulation, 28
conceptual model contents, 36
confining unit leakage simulation, 25–26, 

140–141
data-input requirements, 11, 134–135
delayed drainage simulation, 27
delayed response modeling, 28
dimensionless time drawdown, 147–149
finite-difference approximation method, 100
grid design, 138–139, 146
groundwater and surface water budgets, 35
Ground-Water Flow process, 132–133
induced streambed infiltration, 144–147
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input data requirements, 6–7, 122–123, 125
Kriging method, 141–142, 143
modeling horizontal anisotropy, 141–144
observation well delayed response 

simulation, 28
pumping test data analysis, 131, 136–140

delayed gravity drainage simulation, 138
grid design, 138–139
multilayer well, 136–137
wellbore storage simulation, 137–138

resources, 101, 102
slug test simulation, 132
spatial parameter definition, 141–144
time design, 34, 139–140
user-defined parameters, 132
versions, 131–136, 

 

See also

 

 

 

specific versions

 

wellbore storage simulation, 27
well characteristic information, 32–33
well function value calculation, 120

MODFLOW-88, 131–132
MODFLOW-96, 131–132, 135

sample data file sets, 180–185, 186–191
basic input data file, 182–183, 187
BCF input data file, 181–182
conductance along columns file, 190
conductance along rows file, 190
general finite difference flow file, 

187–188
grid specification file, 191
lateral distance file, 191
layer thickness file, 191
MOD2OBS files, 185, 186, 191
name input data file, 184, 186
output control file, 184, 189
primary storage capacity file, 189
SMP2HYD output file, 186, 192
strongly implicit procedure file, 184, 189
well file, 188–189
well input data file, 183–184

MODFLOWP-96, 131–132
MODFLOW-ASP, 134
MODFLOW-2000, 4, 131–136
Multilayer aquifer model sample data file set, 

180–185, 186–191
Multilayer pumped well simulation, 136–137
Multiple-aquifer-confining unit systems, 71
Multiple-regression deconvolution technique, 109

 

N

 

Neuman and Witherspoon method, 41, 51, 71
Neuman method, 40, 41, 47
Noordbergum effect, 61–62

Notation, 209–212
NSSCON, 71
Numerical conceptual models, 24–25, 

 

See also

 

 
MODFLOW; Numerical 
mathematical modeling equations

Numerical inversion, 40, 

 

See also

 

 Stehfest 
algorithm mathematical modeling 
equations

Numerical mathematical modeling equations, 3
conceptual model contents, 36
finite-difference approximation method, 3, 

100
partial differential equations, 39, 40, 99–100
verification using analytical methods, 39
well function value calculation, 120

 

O

 

Observation wellbore storage adjustment, 
54–58, 

 

See also

 

 Wellbore storage
Observation well delayed response modeling, 

21, 28, 84–85, 137–138
Observation well piezometers

conceptual model definition, 1, 9, 32–33
delayed response modeling, 21
low vertical hydraulic conductivity 

confining unit, 51
Observation well type curve values

delayed versus non-delayed response, 84–85
type curve matching, 5, 

 

See also

 

 Type curve 
matching

 

P

 

Partial barrier boundaries, 

 

See

 

 Discontinuities; 
Hydrogeologic boundaries; 
Recharge boundaries

Partial differential equations, 39, 40, 99–100
Partially penetrating wells, 18–19

conceptual model definition, 2, 3
head loss, 127
image well, 94, 

 

See also

 

 Image well theory
modeling equation assumptions, 58–60
MODFLOW simulation, 146
numerical conceptual model, 25
slugged well time-normalized heads, 84
specific capacity adjustment, 29
Stehfest algorithm mathematical modeling 

equations, 66–67
PEST, 4, 7

automatic parameter estimation, 6, 120, 
123–126, 132
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data-input requirements, 122–123
MODFLOW-ASP, 134
pilot points, 124, 143–144, 192, 193
resources, 101
sample data file sets

composite model file, 193
confidence limits, 177
control file, 169–171, 193–195
instruction file, 169
Kriging structure file, 196
parameter output file, 171
pilot point files, 193
pumping test automatic calibration and 

time-drawdown values, 167–180
pumping test with heterogeneity, 

192–196
record output file, 171–180
redirect file, 196
template file, 167–168
variances, 178–180

spatial parameter definition, 142–144
stochastic field generator, 144
Visual PEST, 125–126

Piezometer characteristics, conceptual model 
definition, 1, 9, 32–33

Piezometer data
delayed response modeling, 21
low vertical hydraulic conductivity 

confining unit, 51
Pilot points, 124, 143–144, 192, 193
Pipe diameters (table), 20
Polynomial approximation (regression) 

equations, 5
Polynomial approximation equations, 42, 

45–46, 65–66
Porosity ranges (table), 108
Preprocessor, 7, 122
Pumped confined leaky aquifer effect 

(Noordbergum effect), 61–62
Pumped wellbore storage adjustments, 54–58, 

 

See also

 

 Wellbore storage
Pumped well effective radius, wellbore skin 

effects, 22, 80
Pumped well loss adjustment, 3, 60–61
Pumped well rate changes (nearby wells), 4, 35, 

103, 104
Pumping rate

best-fit constant rate, 104
mathematical modeling equation 

assumptions, 10, 35, 104
Pumping test, induced streambed infiltration, 

 

See

 

 Induced streambed infiltration
Pumping test data, 129–131, 

 

See also

 

 Data 
analysis; Time-drawdown values; 

Time-normalized head values; 

 

specific applications, methods, 
measures

 

adjusting for external influences, 

 

See

 

 
External influence data adjustment

analysis with MODFLOW, 131, 136–140, 

 

See also

 

 MODFLOW
dimensionless time-drawdown values, 

 

See

 

 
Dimensionless time-drawdown 
values

effect of numerical modeling 
approximations, 152

factors influencing, 126–127, 

 

See also

 

 

 

specific factors

 

numerical conceptual model, 25
partial penetration adjustments, 

 

See

 

 Partially 
penetrating wells

reliability and precision, 151
sample data file sets, 155–196, 

 

See also

 

 

 

under 

 

MODFLOW-96; PEST; 
WTAQ

specific capacity, 128
step drawdown, 128–129
time-discharge constant drawdown, 129
time-drawdown derivative curve and, 

14–15, 129–130
time-recovery, 128

Pumping test domain height, 151
Pumping test domain radius, 1, 9, 33, 151
Pumping tests, integral and empirical modeling 

equations
confined leaky (Hantush and Jacob), 40, 41, 

44–47
confined leaky (Neuman and Witherspoon), 

41, 51
confined nonleaky (Theis), 40, 41–42
induced streambed infiltration, 41, 51–54
unconfined (Neuman), 40, 41, 47

Pumping tests, sensitivity to horizontal 
heterogeneity, 90–93, 

 

See also

 

 
Heterogeneity and anisotropy

Pumping tests, Stehfest algorithm modeling 
equations, 62–80

confined aquifer Laplace transforms, 64–72
induced streambed infiltration Fourier-

Laplace transforms, 76–80
pumping-slug test relationship, 82–83
two-aquifer system, 69–71
unconfined aquifer Laplace transforms, 

72–76
wellbore skin effects, 80

Pumping test software resources, 102
Pump pipe diameters (table), 20
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R

 

Rainfall recharge effects, 

 

See

 

 Recharge effects
Recharge boundaries, 23–24, 93, 94

image well theory, 96–97, 98
time-drawdown derivative curve and, 15, 

129
Recharge effects, 4, 103

surface water budget and, 34
Reference baselines, 5, 103, 109
Reliability and precision of model results, 7, 

151–153
RESAN-2000, 134
Root-mean-squared error (RMS) of residuals, 

121–122

 

S

 

Sample data file sets, 155–196, 

 

See also

 

 

 

under 

 

MODFLOW-96; PEST; WTAQ
Single plot straight line matching with 

interactive calibration, 5–6, 
116–117

Single plot type curve matching with interactive 
calibration, 5–6, 114–116

Skin, wellbore, 

 

See

 

 Wellbore skin
Skin effect, 127
Slab-shaped block, 71
Slug test domain height, 152
Slug test domain radius, 1, 9, 33
Slug testing

direct-push hydraulic profiling, 7, 93
large drawdown tests, 7
model reliability and precision, 152–153
MODFLOW and, 132
wellbore storage effects, 19
WTAQ applications, 4

Slug tests, integral and empirical modeling 
equations

confined nonleaky (Cooper et al.), 40, 41, 
42–43

confined nonleaky (Hvorslev), 40, 41, 43–44
high conductivity (Springer and Gelhar), 40, 

41, 49–51
unconfined (Bouwer and Rice), 40, 41, 

48–49, 153
Slug tests, Stehfest algorithm modeling 

equations, 3, 81–86
aquifer and well condition effects, 83–86
confined aquifer Laplace transforms, 81–82
pumping-slug test relationship, 82–83

Slug test time-normalized heads
composite plot, 119

type curves, 115–116
well type and condition effects, 83–86

SMP2HYD output file, 186, 192
Software, 4, 100–101, 

 

See also MODFLOW; 
PEST; WTAQ; other specific 
software

data entry and file management, 7, 123
data-input requirements, 2, 10–11, 122–123
hydrostratigraphic unit definition, 12
input data requirements, 7
iterative interactive data analysis tasks, 6–7
preprocessor function, 7, 122
resources, 100–101
sample data file sets, 155–196, See also 

under MODFLOW-96; PEST; 
WTAQ

Spatial weighting Frechet kernels, 7, 92
Specific capacity, 128

adjustment for partially penetrating wells, 29
diagnosing heterogeneity effects, 91

Specific yield
calculating for induced infiltration pumping 

test, 52
model reliability and precision, 151
typical ranges (table), 31

Sphere-shaped block, 71
Spreadsheet, 6
Spring and Gelhar method, 40, 41, 49–51
Stehfest algorithm mathematical modeling 

equations, 2–3, 39–40, 62–86
Laplace transform, 40, 63
pumping test, 62–80

confined aquifer Laplace transforms, 
64–72

induced streambed infiltration Fourier-
Laplace transforms, 76–80

partially penetrating wells, 66–67
two-aquifer system, 69–71
unconfined aquifer Laplace transforms, 

72–76
wellbore skin effects, 80

resources, 113
slug test, 3, 81–86

aquifer and well condition effects, 83–86
confined aquifer Laplace transforms, 

81–82
pumping-slug test relationship, 82–83

software for calculating, 101, 102
typical assumptions, 10
well function value calculation, 120
WTAQ, 4, 101, See also WTAQ

Step drawdown, 128–129
Storage effects, wellbore, See Wellbore storage
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Storativity
confining unit, 25
confining unit leakage simulation, 140–141
heterogeneous aquifer conditions, 17–18, 

91, 92
model reliability and precision, 151
numerical conceptual model layer types, 24
single plot straight line matching, 117–118
time-discharge constant drawdown, 129
type curve matching and, 115
typical ranges (table), 31

Straight-line matching, 5–6, 116–117
Streambed leakance values (table), 144, See 

also Induced streambed infiltration
Stream infiltration, induced, See Induced 

streambed infiltration
Stress periods, 34, 139–140
STRMAQ, 80
Surface water, induced stream infiltration, See 

Induced streambed infiltration
Surface water bodies, recharge boundaries and, 

23
Surface water budgets, 1, 9, 34–35
Surface water efficiency, 110–111
Surface water stage changes, 4, 35, 103

adjustments for, 110–112

T

Target windows, 6, 122
Tensor2D, 89
Theis method, 40, 41–42, 64

aquifer test domain radius, 33
Tidal efficiency, 111–112
Tidal fluctuation adjustments, 111–112, See 

also Surface water stage changes
Time dimensions, 1, 9, 33–34

converting elapsed to real-world, 125
time steps and stress periods, 34, 139–140

Time-discharge constant drawdown, 129
Time-drawdown derivative curve, 14–15, 

129–130
aquifer type and, 14–15

Time-drawdown values, 127, See also 
Dimensionless time-drawdown 
values; Pumping test data

boundary image well, 96–97
converting elapsed to real-world, 125
data analysis, See Data analysis
dimensional and dimensionless formats, 5, 

114
heterogeneous aquifer conditions, 91–93
horizontal anisotropy modeling, 87

MODFLOW and converting to 
dimensionless values, 147

sample data file sets
MOD2OBS, 180, 185, 186, 191
MODFLOW-96, 180–185, 186–191
PEST, 167–180
SMP2HYD output file, 185, 192
WTAQ, 155–167

software for calculating, 4, See also 
Software

typical unconfined aquifers, 22–23
Time-normalized head values

boundary effects, 3, See also Pumping test 
data

data analysis, See Data analysis
dimensionless and dimensional format, 5, 

114
dimensionless time-drawdown value 

derivatives, 3, See also 
Dimensionless time-drawdown 
values

influences on slugged well results, 83–86
software for calculating, 4, See also 

Software
Time steps, 34, 139–140
TLK1, 26, 141
Transmissivity

calculating, 127
calculating for induced infiltration pumping 

test, 52
estimating, 30–31
heterogeneous aquifer conditions, 17–18, 92
hydrogeologic boundary diagnosis, 61
interstitial gravity drainage and, 112
modeling horizontal anisotropy, 141–144
numerical conceptual model layer types, 

24–25
single plot straight line matching, 117–118
time-discharge constant drawdown, 129
type curve matching and, 115

Type curve matching, 5–6, 114–116, 118–119
composite plot matching, 5–6, 118–119
dimensionless time drawdown, 147–149

Type curve sample data file set, 155–160
Type curve successive approximation method, 

130

U

UCODE, 101, 120, 123, 126, 132
Unconfined aquifers, 12, 13, 22–23, 191

barometric efficiency, 105–107, 109–110
conceptual model definition, 27
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dimensionless time drawdown, 149
horizontal anisotropy modeling, 87
integral and empirical equations

high-conductivity slug test (Springer 
and Gelhar), 40, 41, 49–51

pumping test (Neuman), 40, 41, 47
slug test (Bouwer and Rice), 40, 41, 

48–49
Laplace transform, 72–76
pumping test sample data file sets, 160–196, 

See also MODFLOW-96; PEST; 
WTAQ

simulation time dimension, 34
Unconfined type layer, 24
U.S. Geological Survey distributed software, 

See MODFLOW; WTAQ

V

Vadose zone pneumatic diffusivity, 105–106
VCONT, 25, 26, 140, 141
Vertical hydraulic conductivity, 3

anisotropic conditions, 3, See also 
Heterogeneity and anisotropy; 
Partially penetrating wells

confining unit, 25, 140, 152
induced infiltration and, See Induced 

streambed infiltration
measuring low ranges, 51
partially penetrating wells, 18–19, 58, 152, 

See also Partially penetrating wells
ranges (table), 30

Visual PEST, 125–126

W

Wellbore skin, 3, 21–22, 43, 80, 84–85
barometric efficiency and, 104–106
linear head loss (skin effect), 127

Wellbore storage, 3, 19–21
adjusting dimensionless time and 

drawdown, 56–57
barometric efficiency and, 104–106
estimating aquifer flow rate, 27–28, 137
estimating effects duration, 19–20
image well, 94, 96

integral modeling equation adjustment, 
54–58

mathematical modeling equation 
assumptions, 57–58

MODFLOW and, 137–138
wellbore skin effects, 22
WTAQ simulation, 20–21

Well characteristics, conceptual model 
definition, 1, 9, 32–33, See also 
specific characteristics

Well diameters (table), 20
Well functions, 120
Well losses, 127

adjustments, 3, 60–61
estimation, 60

Well partial penetration adjustments, See 
Partially penetrating wells

WTAQ, 4, 101
automatic parameter estimation, 123–124
conceptual model contents, 36
data-input requirements, 6–7, 10–11, 

122–123
delayed gravity simulation, 23
delayed response modeling, 28
pumped wellbore skin simulation, 22
resources, 101
sample data file sets

dimensional format data-input file, 158
dimensional format plot output file, 

158–160
dimensional format results file, 158–160
input data file, 155, 161–162
plot output file, 166–167
pumping test automatic calibration and 

time-drawdown values, 160–167
pumping test type curve and time-

drawdown values, 155–160
redirect file, 162
results output file, 163–166
type curve format data-input file, 

155–156
type curve format plot output file, 158
type curve format results output file, 

156–157
time dimension, 33
wellbore storage simulation, 20–21
well function value calculation, 120
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